
AUSTRALASIAN JOURNAL OF COMBINATORICS
Volume 76(1) (2020), Pages 128–148

On the mean order of connected induced subgraphs
of block graphs

Kristaps J. Balodis Lucas Mol

Ortrud R. Oellermann∗

University of Winnipeg
Winnipeg, MB R3B 2E9

Canada
balodisk@myumanitoba.ca l.mol@uwinnipeg.ca

o.oellermann@uwinnipeg.ca

Matthew E. Kroeker†

University of Waterloo
Waterloo, ON N2L 3G1

Canada
mattkroeker@shaw.ca

Abstract

The average order of the connected induced subgraphs of a graph G is
called the mean connected induced subgraph (CIS) order of G. This is an
extension of the mean subtree order of a tree, first studied by Jamison.
In this article, we demonstrate that among all connected block graphs
of order n, the path Pn has minimum mean CIS order. This extends a
result of Jamison from trees to connected block graphs, and supports the
conjecture of Kroeker, Mol, and Oellermann that Pn has minimum mean
CIS order among all connected graphs of order n.

1 Introduction

Jamison [3] initiated the study of the mean subtree order of a tree. A number of
extensions of this mean to other (connected) graphs have recently been considered:

• the mean order of the sub-k-trees of a k-tree [6],

• the mean order of the subtrees (i.e., minimally connected subgraphs) of a
graph [2], and
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• the mean order of the connected induced subgraphs of a graph [4].

For a tree T , all of these means equal the mean subtree order of T . However, for
connected graphs in general, the last two means have rather different behaviour.

In this article, we continue the study of the average order of the connected induced
subgraphs of a graph G, called the mean connected induced subgraph (CIS) order of
G. An in-depth study of the mean CIS order of cographs (i.e., graphs that do
not contain the path P4 as an induced subgraph) was undertaken in [4], where the
connected cographs of order n having largest and smallest mean CIS order were
determined (both the maximum and minimum values tend to n/2 asymptotically).
Here, we focus on the mean CIS order of block graphs, i.e., graphs for which every
block is complete. We extend several of Jamison’s results [3] on the mean subtree
order of trees to the more general setting of the mean CIS order of connected block
graphs (note that every tree is a connected block graph).

In particular, Jamison [3] demonstrated that among all trees of order n, the path
Pn has minimum mean subtree order (or equivalently, mean CIS order). Our main
result is that the path Pn has minimum mean CIS order among all connected block
graphs of order n. This supports the conjecture of Kroeker, Mol, and Oellermann [4]
that the path Pn has minimum mean CIS order among all connected graphs of order
n, which has been verified for all n ≤ 9.

A key tool in the proof of our main result is an extension of the “local-global
mean inequality” proven by Jamison [3] for trees. For a given tree T , and every
vertex v of T , Jamison demonstrated that the mean order of all connected induced
subgraphs of T containing v (i.e., the “local” mean CIS order of T at v) is at least
as large as the mean CIS order of T (i.e., the “global” mean CIS order of T ). It is
known that this inequality between local and global mean CIS orders does not extend
to all connected graphs (at least not at every vertex) [4]. However, we note that it
was recently proven [1], in a more general context, that every graph with nonempty
edge set contains at least one vertex at which the local mean CIS order is larger
than the global mean CIS order (apply [1, Theorem 3.1] to the collection of vertex
sets that induce connected subgraphs of G). In other words, while the local-global
mean inequality does not necessarily hold at every vertex of a connected graph G, it
must hold at some vertex of G. In this article, we demonstrate that the local-global
mean inequality does hold at every vertex of a connected block graph. This fact is
essential to the proofs of the three key lemmas used to establish our main result.

We now give a brief description of the layout of the article. In Section 2, we
provide notation and preliminaries that will be used throughout the article. In
Section 3, we state three key lemmas (the Vertex Gluing Lemma, the Edge Gluing
Lemma, and the Stretching Lemma), and we use them to prove our main result. We
then describe an interesting connection between the mean CIS order of block graphs
and the mean sub-k-tree order of k-trees, and explain the implications of our main
result in this setting. In Section 4, we prove the local-global mean inequality for the
mean CIS order of block graphs. In Section 5, we prove the Vertex Gluing Lemma,
the Edge Gluing Lemma, and the Stretching Lemma. We conclude with some open
problems.
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2 Notation and Preliminaries

For a graph G, the vertex and edge sets of G are denoted by V (G) and E(G),
respectively. The order of G is |V (G)| and the size of G is |E(G)|. For U ⊆ V (G),
the subgraph of G induced by U is denoted G[U ]. The (open) neighbourhood of a
vertex v of G, denoted NG(v), is the subset of V (G) containing all vertices adjacent
to v.

Let G be a graph of order n. Let CG denote the collection of connected induced
subgraphs of G. The CIS polynomial of G is given by

ΦG(x) =
∑
H∈CG

x|V (H)| =
n∑

i=1

aix
i,

where ai is the number of connected induced subgraphs of G of order i for each
i ∈ {1, . . . , n}. One easily verifies that ΦG(1) is the total number of connected
induced subgraphs of G, and that Φ′

G(1) is the sum of the orders of all connected
induced subgraphs of G. Throughout, we use the shorthand notation NG = ΦG(1)
and WG = Φ′

G(1). The mean CIS order of G, denoted MG, is given by

MG =
Φ′

G(1)

ΦG(1)
=

WG

NG
.

For a vertex v ∈ V (G), let CG,v denote the collection of connected induced subgraphs
of G containing v. The local CIS polynomial of G at v is given by

ΦG,v(x) =
∑

H∈CG,v

x|V (H)| =
n∑

i=1

bix
i,

where bi is the number of connected induced subgraphs of G of order i containing
v for each i ∈ {1, . . . , n}. So NG,v = ΦG,v(1) denotes the total number of connected
induced subgraphs of G containing v, and WG,v = Φ′

G,v(1) denotes the sum of the
orders of all connected induced subgraphs of G containing v. The local mean CIS
order of G, denoted MG,v, is given by

MG,v =
Φ′

G,v(1)

ΦG,v(1)
=

WG,v

NG,v
.

The next lemma gives a recursion for the local mean CIS order of a connected
graph at a cut vertex v. It holds trivially if v is not a cut vertex.

Lemma 2.1. Let G be a connected graph with vertex v, and let H1, . . . , Hk be the
components of G− v. For i ∈ {1, . . . , k}, let Gi = G[V (Hi) ∪ {v}]. Then

MG,v =

[
k∑

i=1

MGi,v

]
− (k − 1).

Further, we have
MG,v ≥ MGi,v

for all i ∈ {1, . . . , k}.
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Proof. By a straightforward counting argument,

ΦG,v(x) =
1

xk−1

k∏
i=1

ΦGi,v(x).

Taking the natural logarithm on both sides and differentiating with respect to x, we
obtain

Φ′
G,v(x)

ΦG,v(x)
=

[
k∑

i=1

Φ′
Gi,v

(x)

ΦGi,v(x)

]
− k − 1

x
.

Substituting x = 1 yields

MG,v =

[
k∑

i=1

MGi,v

]
− (k − 1).

Since MGi,v ≥ 1 for all i ∈ {1, . . . , k}, it follows that MG,v ≥ MGi,v for all i ∈
{1, . . . , k}.

For a graph G, let U be a subset of V (G). We extend the notion of the local
mean CIS order of G in two natural ways.

(i) Let MG,U denote the mean order of all connected induced subgraphs of G con-
taining every vertex of U , and let ΦG,U(x) denote the corresponding generating
polynomial. So we have

MG,U =
Φ′

G,U(1)

ΦG,U(1)
.

(ii) Let M∗
G,U denote the mean order of all connected induced subgraphs of G

containing at least one vertex of U , and let Φ∗
G,U(x) denote the corresponding

generating polynomial. Finally, let N∗
G,U = Φ∗

G,U(1) and W ∗
G,U = Φ∗′

G,U(1). So
we have

M∗
G,U =

Φ∗′
G,U(1)

Φ∗
G,U(1)

=
W ∗

G,U

N∗
G,U

.

Note that if U contains only a single vertex u, then MG,U = M∗
G,U = MG,u.

Lemma 2.2. Let G be a block graph, and let U = {u1, . . . , uk} be the vertex set of
a single block B of G. For each i ∈ {1, . . . , k}, let Gi be the connected component of
G−E(B) containing ui. Then

M∗
G,U =

N∗
G,U + 1

N∗
G,U

k∑
i=1

WGi,ui

NGi,ui
+ 1

. (1)

Proof. By a straightforward counting argument,

Φ∗
G,U(x) + 1 =

k∏
i=1

[1 + ΦGi,ui
(x)] .

The proof is now completed by an argument similar to the one used in the proof of
Lemma 2.1.
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A key idea that we use in many of our arguments is that if the connected induced
subgraphs of a graph G can be partitioned into two or more sets, then MG is a
convex combination (or weighted average) of the mean orders of each of the sets in
the partition. This tool was used by Jamison [3, Lemma 3.8] for the mean subtree
order of a tree. For example, since every connected induced subgraph of G either
contains a given vertex v, or does not contain v, we can write

ΦG(x) = ΦG,v(x) + ΦG−v(x).

It follows that MG is a convex combination of MG,v and MG−v. Another useful
application of this principle is to disconnected graphs. If G is a disconnected graph
with components G1, . . . , Gk, then MG is a convex combination of MG1 , . . . ,MGk

. It
follows that min{MGi

} ≤ MG ≤ max{MGi
}.

3 Proof of the Main Result

In this section, we show that among all block graphs of order n, the path has mini-
mum mean CIS order. We use three key lemmas, namely the Vertex Gluing Lemma,
the Edge Gluing Lemma, and the Stretching Lemma, which are proven in Section 5.
We state these lemmas here, and provide illustrations depicting how they are used
in the proof of the main result (see Figure 1). By gluing two vertices from disjoint
graphs, we mean the process of identifying these two vertices.

The Vertex Gluing Lemma (Lemma 5.1)
Let H be a connected block graph of order at least 2 having vertex v. Fix a natural
number n ≥ 3. Let P : u1 . . . un be a path of order n. For s ∈ {1, . . . , n}, let Gs be
the block graph obtained from the disjoint union of Pn and H by gluing v to us. If
1 ≤ i < j ≤ n+1

2
, then MGi

< MGj
.

In the notation of the Vertex Gluing Lemma, Gs
∼= Gn−s+1. Thus, it follows from

the Vertex Gluing Lemma that G1
∼= Gn has strictly smaller mean CIS order than

Gs for all 2 ≤ s ≤ n− 1 (see Figure 1(a)). We note that the Vertex Gluing Lemma
extends the Gluing Lemma of [5] from trees to block graphs.

To simplify the statement of the Edge Gluing Lemma, we will refer to a leaf
as a vertex of degree at most 1 (so that the single vertex of the path of order 1 is
considered a leaf).

The Edge Gluing Lemma (Lemma 5.2)
Let H be a connected block graph of order at least 3 with adjacent non-cut vertices
u and v. Fix a natural number n ≥ 4. For s ∈ {1, 2, . . . , n− 1}, let Gs be the graph
obtained from H ∪ Ps ∪ Pn−s by gluing a leaf of Ps to u and a leaf of Pn−s to v. If
1 ≤ i < j ≤ n

2
, then MGi

< MGj
.

In the notation of the Edge Gluing Lemma, Gs
∼= Gn−s. Thus, it follows from

the Edge Gluing Lemma that G1
∼= Gn−1 has strictly smaller mean CIS order than

Gs for all 2 ≤ s ≤ n− 2 (see Figure 1(b)).
We now introduce notation used in the statement of the Stretching Lemma. For

a fixed integer n ≥ 3 and s ∈ {1, 2, . . . , n − 1}, let Fs,n−s (or Fs for short) denote
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u1 u2 us un−1 un

v

H

u1 u2 un−1 un

v

H

(a) The Vertex Gluing Lemma: The graph G1 (right) has smaller mean CIS order than
the graph Gs (left) for all 2 ≤ s ≤ n− 1.

s vertices n− s vertices

u v

H

n vertices

u v

H

(b) The Edge Gluing Lemma: The graph G1 (right) has smaller mean CIS order than the
graph Gs (left) for all 2 ≤ s ≤ n− 2. Note: u and v must be adjacent in H, and must not
be cut vertices of H.

H Ks+1

n− s vertices

H

n vertices

(c) The Stretching Lemma: The graph G1 (right) has smaller mean CIS order than the
graph Gs (left) for all 2 ≤ s ≤ n− 1.

Figure 1: An illustration of the use of the Vertex Gluing Lemma, the Edge Gluing
Lemma, and the Stretching Lemma, where H is a connected block graph of order at
least 2.

the graph obtained from the disjoint union of Ks and Pn−s by joining a leaf of Pn−s

to every vertex of Ks. Note that if s = 1, then Fs
∼= Pn, while if s = n − 1, then

Fs
∼= Kn.

The Stretching Lemma (Lemma 5.3) Let H be a connected block graph of order at
least 2 having vertex u. Fix a natural number n ≥ 3. Let v be a vertex of Fs = Fs,n−s

belonging to the initial Ks. For s ∈ {1, . . . , n− 1}, let Gs be the block graph obtained
from the disjoint union of H and Fs,n−s by identifying u and v. If 1 ≤ i < j ≤ n−1,
then MGi

< MGj
.

In particular, in the notation of the Stretching Lemma, we see that G1 has strictly
smaller mean CIS order than Gs for all 2 ≤ s ≤ n− 1 (see Figure 1(c)).

We now give some terminology and some basic facts used in the proof of our main
result. Let G be a graph that has at least two blocks. An end-block of G is a block
of G that contains exactly one cut vertex. A cyclic block of G is a block of G that
contains at least 3 vertices. Thus, cyclic blocks in block graphs are complete graphs
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of order at least 3. Let Vb denote the set of blocks of G, and let Vc denote the set of
cut vertices of G. The block-cut tree of G is the bipartite graph with partite sets Vb

and Vc, where v ∈ Vc is adjacent to B ∈ Vb if and only if v ∈ B. (It is straightforward
to show that this graph is a tree.)

If G is a block graph that is not a path, and if G has a leaf w, then the shortest
path P from w to a vertex v of degree at least 3 is called an antenna of G incident
with v. If B is a block containing v and no other vertex of P , we say that the antenna
P is incident with B. Finally, we use the fact that MPn = n+2

3
(see [3]), and the fact

that MKn = n2n−1

2n−1
(see [4]). We are now ready to prove our main result.

Theorem 3.1. If G is a connected block graph of order n, then MG ≥ n+2
3
, with

equality if and only if G ∼= Pn. In other words, the path Pn is the unique connected
block graph of order n having minimum mean CIS order n+2

3
.

Proof. Let G 	∼= Pn be a connected block graph of order n. We demonstrate that
there is a connected block graph of order n that has smaller mean CIS order than G,
from which the statement follows. Since the only connected block graphs of order 1
and 2 are paths, we may assume that n ≥ 3. If G has only one block, then G ∼= Kn.
Since MPn = n+2

3
< n2n−1

2n−1
= MG for n ≥ 3, our claim follows. Thus, we may assume

that G has at least two blocks. For the remainder of the proof we consider two cases
that depend on the structure of the block-cut tree T of G.

If T is a path, then it follows, since G is not a path, that G has a cyclic block.
So either G has a cyclic end-block or G has a cyclic block that is incident with an
antenna and contains exactly two cut-vertices. We can thus apply the Stretching
Lemma to G to obtain a connected block graph that has smaller mean CIS order.

Assume next that T is not a path. Then T contains a vertex of degree at least
3. So T has a vertex u of degree at least 3, such that all but possibly one connected
component of T − u is isomorphic to a path. Let C be the family of components of
T − u that induce paths in T − u. Suppose that at least one of the members of C,
Q say, contains a block that is cyclic in G. In this case we can apply the Stretching
Lemma to obtain a connected block graph with smaller mean CIS order than G.
We may thus assume that all members of C correspond to antennae in G that are
incident with u.

Now u is either a cut vertex of G, or a block of G. If u is a cut vertex of G, then
we can apply the Vertex Gluing Lemma to obtain a connected block graph whose
mean CIS order is less than that of G. So we may assume that u is a block of G.
Let v1, v2, . . . , vk be the cut vertices of G that belong to the block u. By assumption,
k ≥ 3. Moreover, we may assume that, for 1 ≤ i ≤ k − 1, the component of T − u
containing vi is a path, i.e., belongs to C. By the argument of the previous paragraph,
the members of C contain no cyclic blocks, and hence they correspond to antenna in
G. Let P1 and P2 be the antenna of G incident with v1 and v2, respectively. If we
delete the vertices of V (P1)− {v1} and V (P2)− {v2} from G, neither v1 nor v2 is a
cut vertex of the resulting graph. By applying the Edge Gluing Lemma, we obtain
a connected block graph with smaller mean CIS order than G.

We close this section by describing a relationship between the mean sub-k-tree
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order of k-trees (see [6]) and the mean CIS order of connected block graphs, and
the implications of our main result in this setting. The dual T ′ of a k-tree T of
order n is defined to be the graph of order n − k whose vertex set consists of the
(k + 1)-cliques in T , such that two vertices of T ′ are adjacent if and only if the
corresponding (k + 1)-cliques in T share a k-clique. It is not difficult to see that
this dual of a nontrivial k-tree is a connected block graph. It was demonstrated in
[6] that there is a correspondence between the number of nontrivial sub-k-trees of a
k-tree, and the number of connected induced subgraphs of its dual. Let µ(T ) denote
the mean order of the sub-k-trees of the k-tree T . Then the argument used in [6],
for a certain type of k-tree, called a simple clique k-tree, can be used to show that
for any k-tree T ,

µ(T ) =
WT ′

NT ′ + (n− k)k + 1
+ k.

Since T ′ has order n−k, it follows from our main result that MT ′ ≥ MPn−k
= n−k+2

3
.

Moreover, NT ′ ≥ NPn−k
=
(
n−k+1

2

)
. So, for fixed k, limn→∞

µ(T )
MT ′ = 1. In other words,

µ(T ) = MT ′ +o(n). We conclude that understanding the behaviour of the mean CIS
order of block graphs offers insight into the mean order of sub-k-trees of k-trees for
large orders.

4 The Local-Global Mean Inequality

In this section, we prove the local-global mean inequality for connected block graphs.
That is, we show that the local mean CIS order of a connected block graph G at
any vertex v is greater than the (global) mean CIS order of G, extending the result
of Jamison for trees [3, Theorem 3.9]. We actually prove the stronger result that
M∗

G,U ≥ MG, where U is either a single vertex, or the vertex set of a block of G. In
the process, we achieve several intermediate results which are used again later.

We begin by presenting a series of short lemmas that give inequalities between
the number and/or total order of connected induced subgraphs of certain types in a
given graph. Some of these results hold for connected graphs in general. First we
note that [9, Lemma 2.1] extends to the mean CIS order of connected graphs. The
proof is analogous to the proof of [9, Lemma 2.1], and is omitted.

Lemma 4.1. Let G be a connected graph and let v be any vertex of G. Then

WG,v ≤
N2

G,v +NG,v

2
,

with equality if and only if G ∼= Pn and v is a leaf of G.

We continue with three short lemmas whose proofs all use a similar technique.
Recall that CG denotes the collection of connected induced subgraphs of G, and
CG,v denotes the collection of connected induced subgraphs of G containing v. So
|CG| = NG and |CG,v| = NG,v.
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Lemma 4.2. Let G be a connected graph with adjacent vertices u and v. Then

NG−v,u ≤ NG,v − 1,

with equality if and only if v is a leaf of G.

Proof. Define f : CG−v,u → CG,v by f(H) = G[V (H) ∪ {v}]. One easily verifies that
f is well-defined and injective. Further, the trivial graph on singleton vertex set {v}
is not in the image of f , hence

NG−v,u = |CG−v,u| ≤ |CG,v| − 1 = NG,v − 1.

If v is a leaf of G then every nontrivial connected induced subgraph of G containing
v also contains u, and thus is in the image of f . This gives equality. Otherwise, v has
a neighbour w 	= u, and the nontrivial connected subgraph of G induced by {v, w}
is not in the image of f , giving strict inequality.

Lemma 4.3. Let G be a connected block graph with non-cut vertex v. Then

NG,v ≤ NG−v + 1,

with equality if and only if G ∼= Kn.

Proof. Let C+
G,v denote the collection of nontrivial connected induced subgraphs of

G containing v. Define a map f : C+
G,v → CG−v by f(H) = H−v. First we show that

f is well-defined. Let H ∈ C+
G,v. Since C+

G,v contains only nontrivial graphs, we note
that H−v has at least one vertex. It remains to show that H−v is connected. Since
v is a non-cut vertex of G, and G is a block graph, the open neighbourhood NH(v)
induces a complete subgraph of H . So the deletion of v from H does not separate
any two neighbours of v. Therefore, H − v is connected and thus f is well-defined.
Further, note that f is injective, since if f(H1) = f(H2), then H1 and H2 have the
same vertex set. Therefore,

NG,v =
∣∣C+

G,v

∣∣+ 1 ≤ |CG−v|+ 1 = NG−v + 1.

Equality is easily verified if G ∼= Kn. On the other hand, if G 	∼= Kn, then G has at
least two blocks. Since v is not a cut vertex of G, it is contained in exactly one block
of G, and it is not adjacent to any vertices outside of this block. So there is some
vertex u ∈ V (G) that is not adjacent to v. Now G[{u}] ∈ CG−v, but G[{u, v}] 	∈ C∗

G,v,
so we conclude that f is not onto. This gives strict inequality.

Lemma 4.4. Let G be a connected graph of order n ≥ 2 and let u be any vertex of
G. Then

NG ≤ WG,u.

Proof. Let
DG,u = {(X, x) : X ∈ CG,u, x ∈ V (X)}.



K.J. BALODIS ET AL. /AUSTRALAS. J. COMBIN. 76 (1) (2020), 128–148 137

Observe that |DG,u| = WG,u. Therefore, it suffices to show that there is an injective
function f : CG → DG,u.

Assign a fixed ordering to the vertices of G. For each vertex v ∈ V (G), assign
a fixed ordering to the shortest u–v paths in G. Among all vertices of H closest to
u, let xH be the vertex that appears first in the given ordering. Let PH be the first
path in the fixed ordering of shortest u–xH paths (if H contains u then PH consists
of the single vertex u). Let XH be the subgraph of G induced by V (H) ∪ V (PH).
Clearly XH ∈ CG,u. Define f(H) = (XH , xH). Suppose f(H1) = f(H2) = (X, x).
Let P be the first shortest u–x path in the fixed ordering of u–x paths. So X =
G[V (H1)∪V (P )] = G[V (H2)∪V (P )]. Note that no vertex of P other than x can lie
in H1 or H2, since P is a shortest path from u to H1, and from u to H2. Therefore,

H1 = X − (V (P )− x) = H2.

Thus, we have shown that f is injective, and the desired conclusion follows.

To prove the next lemma, we use an inductive argument and several lemmas
already proven in this section.

Lemma 4.5. Let G be a connected block graph of order n ≥ 1, and let v be a vertex
of G. Then

WG−v ≤ NG,vNG−v

2
,

which is equivalent to

MG−v ≤ NG,v

2
when n ≥ 2.

Proof. We proceed by induction on n. If n = 1, then the statement holds trivially
since WG−v = 0. Now let n ≥ 2 and suppose that the statement holds for all graphs
of order less than n. First of all, if v is a cut vertex of G, then MG−v ≤ MH , where
H is a component of G− v of largest mean CIS order. Let H ′ = G[V (H)∪ {v}]. By
the induction hypothesis applied to H ′ at v, we have

MG−v ≤ MH = MH′−v ≤ NH′,v

2
<

NG,v

2
.

So we may assume that v is not a cut vertex of G. Let u be a neighbour of v in
G, and write

WG−v = WG−v,u +WG−{u,v}. (2)

By Lemma 4.1, we have

WG−v,u ≤ N2
G−v,u +NG−v,u

2
,

and by the induction hypothesis applied to G− v at u, we have

WG−{u,v} ≤
NG−v,uNG−{u,v}

2
.
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Substituting these inequalities into (2), we obtain

WG−v ≤
N2

G−v,u +NG−v,u

2
+

NG−v,uNG−{u,v}
2

=
NG−v,u

[
NG−v,u + 1 +NG−{u,v}

]
2

=
NG−v,u [NG−v + 1]

2
.

Since u and v are adjacent in G, we may apply Lemma 4.2, which gives

WG−v ≤ [NG,v − 1] [NG−v + 1]

2

=
NG,vNG−v +NG,v −NG−v − 1

2

≤ NG,vNG−v

2
,

as NG,v −NG−v − 1 ≤ 0 by Lemma 4.3 (which applies since v is not a cut vertex of
G).

For the next lemma, we introduce some new notation. For a connected block
graph G of order at least 2 with vertex v, define

µG,v =
WG,v −NG,v

NG,v − 1
.

Note that µG,v is the average order of the connected induced subgraphs of G−v con-
taining at least one vertex in the neighbourhood NG(v). That is, µG,v = M∗

G−v,NG(v).
In the next lemma, we show that if v is not a cut vertex, then µG,v is at least as
large as MG−v. We obtain our extension of the local-global mean inequality as a
straightforward consequence of this result.

Lemma 4.6. Let G be a connected block graph of order n ≥ 2 with non-cut vertex
v. Then

µG,v ≥ MG−v,

with equality if and only if G ∼= Kn.

Proof. We proceed by induction on the number of blocks k of G. If k = 1, then
G ∼= Kn, and we verify that

µG,v = MG−v.

Now let k > 1, and suppose that the statement holds for all connected block graphs
of order at least 2, with less than k blocks. Since v is not a cut vertex, it is contained
in only one block B of G, and the neighbourhood NG(v) is equal to V (B)− v. Since
we can partition the connected induced subgraphs of G−v into all those that contain
at least one neighbour of v and all those that do not, we can write MG−v as a convex
combination of µG,v and MG−B. So it suffices to show that µG,v ≥ MG−B.
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Let U = V (B)−v = {v1, v2, . . . , vt}. Note that U is either a singleton, or induces
a block in G − v. For each i ∈ {1, . . . , t}, let Gi be the connected component of
(G− v)− E(B) containing vi. By Lemma 2.2,

µG,v = M∗
G−v,U =

N∗
G−v,U + 1

N∗
G−v,U

t∑
i=1

WGi,vi

NGi,vi + 1
>

t∑
i=1

WGi,vi

NGi,vi + 1
.

Now G− B may be a disconnected graph, so MG−B is at most MH , where H is
a connected component of G − B of largest mean CIS order. In particular, H is a
subgraph of Gi − vi for some i ∈ {1, . . . , t}. Without loss of generality, suppose H is
a subgraph of G1 − v1. Let H1 = G[V (H) ∪ {v1}]. By Lemma 2.1, we have

MG1,v1 ≥ MH1,v1,

and together withWG1,v1 ≥ WH1,v1 , which clearly holds since every connected induced
subgraph of H1 containing v1 is a connected induced subgraph of G1 containing v1,
this implies

WG1,v1

1 +NG1,v1

≥ WH1,v1

1 +NH1,v1

.

Altogether, we have

µG,v >
WG1,v1

1 +NG1,v1

≥ WH1,v1

1 +NH1,v1

=
µH1,v1(NH1,v1 − 1) +NH1,v1

1 +NH1,v1

.

Note that H1 has order at least 2, and fewer than k blocks, and that v1 is a non-cut
vertex of H1. Hence, by the induction hypothesis, applied to H1 at v1,

µG,v >
MH1−v1(NH1,v1 − 1) +NH1,v1

1 +NH1,v1

.

Finally,
MH1−v1(NH1,v1 − 1) +NH1,v1

1 +NH1,v1

≥ MH1−v1

is equivalent to

WH1−v1 ≤
NH1,v1NH1−v1

2
,

which holds, by Lemma 4.5. So we have shown that

µG,v > MH1−v1 = MH ≥ MG−B,

and it follows, from our earlier observation, that µG,v > MG−v.

Theorem 4.7 (The Local-Global Mean Inequality). Let G be a connected block
graph.

(a) If v is a vertex of G, then MG ≤ MG,v.

(b) If B is a block of G, then MG ≤ M∗
G,B.
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Proof. For (a), let G′ be the graph obtained from G by adding a new leaf vertex u
to v. Note that µG′,u = MG,v. Thus, by Lemma 4.6,

MG,v = µG′,u ≥ MG′−u = MG.

For (b), let G′ be the graph obtained from G by adding a new vertex u and
joining it to all vertices of B. Note that µG′,u = M∗

G,B. Thus by Lemma 4.6,

M∗
G,B = µG′,u ≥ MG′−u = MG.

5 The Vertex Gluing Lemma, the Edge Gluing Lemma, and
the Stretching Lemma

In this section, we prove the Vertex Gluing Lemma, the Edge Gluing Lemma, and
the Stretching Lemma. The Vertex Gluing Lemma extends the Gluing Lemma of [5]
from trees to connected block graphs. We present a proof here for completeness, but
note that it is very similar to the proof of the Gluing Lemma presented in [5].

Lemma 5.1 (The Vertex Gluing Lemma). Let H be a connected block graph of order
at least 2 having vertex v. Fix a natural number n ≥ 3. Let P : u1 . . . un be a path
of order n. For s ∈ {1, . . . , n}, let Gs be the block graph obtained from the disjoint
union of Pn and H by gluing v to us. If 1 ≤ i < j ≤ n+1

2
, then MGi

< MGj
.

Proof. We may assume s ≤ n+1
2
. The connected induced subgraphs of Gs can be

partitioned into three types:

• Those that lie in Pn but do not contain us. These are counted by the polynomial

ΦPn(x)− ΦPn,us(x).

• Those that lie in H but do not contain v. These are counted by the polynomial

ΦH(x)− ΦH,v(x).

• Those that contain the glued vertex. These are counted by the polynomial

ΦPn,us(x)ΦH,v(x)

x
.

Thus,

ΦGs(x) = ΦPn(x)− ΦPn,us(x) + ΦH(x)− ΦH,v(x) +
ΦPn,us(x)ΦH,v(x)

x
. (3)

Evaluating the derivative gives

Φ′
Gs
(x) = Φ′

Pn
(x)− Φ′

Pn,us
(x) + Φ′

H(x)− Φ′
H,v(x)

+
Φ′

Pn,us
(x)ΦH,v(x)

x
+ ΦPn,us(x)

[
xΦ′

H,v(x)− ΦH,v(x)

x2

]
.

(4)
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Evaluating (3) and (4) at x = 1 yields

ΦGs(1) = ΦPn(1) + ΦH(1)− ΦH,v(1) + ΦPn,us(1) [ΦH,v(1)− 1] , (5)

and

Φ′
Gs
(1) = Φ′

Pn
(1) + Φ′

H(1)− Φ′
H,v(1)

+ Φ′
Pn,us

(1) [ΦH,v(1)− 1] + ΦPn,us(1)
[
Φ′

H,v(1)− ΦH,v(1)
]
,

(6)

respectively.
Note that ΦPn(1) =

(
n+1
2

)
, Φ′

Pn
(1) =

(
n+2
3

)
, ΦPn,us(1) = s(n − s + 1), and

Φ′
Pn,us

(1) = s(n − s + 1)n+1
2
. Using (5) and (6) and substituting the values given

in this paragraph, we obtain

MGs =
Φ′

Gs
(1)

ΦGs(1)
=

(
n+2
3

)
+WH −WH,v + s(n− s+ 1)[(NH,v − 1)n+1

2
+WH,v −NH,v](

n+1
2

)
+NH −NH,v + s(n− s+ 1)[NH,v − 1]

.

We show that if we view MGs as a real valued function of s ∈ [1, n+1
2

]
, then MGs

is increasing on
[
1, n+1

2

]
. Since the denominator of MGs is strictly positive on the

entire interval
[
1, n+1

2

]
, the derivative of MGs exists and, by the quotient rule, it has

the same sign as the function f defined by

f(s) = d
ds
[Φ′

Gs
(1)]ΦGs(1)− d

ds
[ΦGs(1)]Φ

′
Gs
(1).

Since d
ds
(s(n − s + 1)) = n − 2s + 1 is a factor of f(s), we see that f(s) = 0 when

s = n+1
2
. Moreover, for s ∈ [1, n+1

2

)
, we have (n − 2s + 1) > 0 so that f(s) has the

same sign as

f(s)
n−2s+1

=
[
(NH,v−1)n+1

2
+WH,v−NH,v

][(
n+1
2

)
+NH−NH,v+s(n−s+1)(NH,v−1)

]
−(NH,v−1)

[(
n+2
3

)
+WH−WH,v+s(n−s+1)

[
(NH,v−1)n+1

2
+WH,v−NH,v

]]
=
[
(NH,v − 1)n+1

2
+WH,v −NH,v

] [(
n+1
2

)
+NH −NH,v

]
−(NH,v − 1)

[(
n+2
3

)
+WH −WH,v

]
= (NH,v−1)

[
n+1
2

(
n+1
2

)−(n+2
3

)]
+(WH,v−NH,v)

(
n+1
2

)
+(NH,v−1)n+1

2
(NH−NH,v)

+(WH,v −NH,v)(NH −NH,v)− (NH,v − 1)(WH −WH,v)

= (NH,v−1)
[
n+1
2

(
n+1
2

)−(n+2
3

)]
+(WH,v−NH,v)

(
n+1
2

)
+(NH,v−1)n−1

2
(NH−NH,v)

+(NH,v−1)(NH−NH,v)+(WH,v−NH,v)(NH−NH,v)−(NH,v−1)(WH−WH,v)

= (NH,v − 1)n(n+1)(n−1)
12

+ (WH,v −NH,v)
(
n+1
2

)
+ (NH,v − 1)n−1

2
(NH −NH,v)

+[(WH −NH)− (WH,v −NH,v)] + (NHWH,v −WHNH,v).

Note that f(s)
n−2s+1

does not depend on s. Thus, it suffices to show that each of

the terms in the final expression for f(s)
n−2s+1

shown above is nonnegative (and at least
one is strictly positive). Indeed, using the straightforward inequalities NH,v > 1,
WH,v > NH,v, NH > NH,v, and n ≥ 3, it follows that

(NH,v − 1)n(n+1)(n−1)
12

> 0,

(WH,v −NH,v)
(
n+1
2

)
> 0, and

(NH,v − 1)n−1
2
(NH −NH,v) > 0.
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Let k denote the order of H and assume, for 1 ≤ i ≤ k, that H has ai connected
induced subgraphs of order i and bi connected induced subgraphs of order i that

contain v. Then ai ≥ bi for 1 ≤ i ≤ k and WH =
k∑

i=1

iai, NH =
k∑

i=1

ai, WH,v =
k∑

i=1

ibi

and NH,v =
k∑

i=1

bi. Thus

(WH −NH)− (WH,v −NH,v) =
k∑

i=1

(i− 1)(ai − bi) ≥ 0.

Finally, by Theorem 4.7(a),

NHWH,v −WHNH,v = NHNH,v

(
WH,v

NH,v

− WH

NH

)
> 0.

We conclude that f(s) is positive on
[
1, n+1

2

)
, so that MGs is indeed increasing on[

1, n+1
2

]
, and this completes the proof.

The proof of the Edge Gluing Lemma uses a similar technique. We use the fact
that if Pn is a path of order n, then NPn =

(
n+1
2

)
and WPn =

(
n+2
3

)
(see [3]).

Lemma 5.2 (The Edge Gluing Lemma). Let H be a connected block graph of order
at least 3 with adjacent non-cut vertices u and v. Fix a natural number n ≥ 4. For
s ∈ {1, 2, . . . , n − 1}, let Gs be the graph obtained from H ∪ Ps ∪ Pn−s by gluing a
leaf of Ps to u and a leaf of Pn−s to v. If 1 ≤ i < j ≤ n

2
, then MGi

< MGj
.

Proof. For ease of notation, let u and v also denote the glued vertices in Ps and Pn−s,
respectively. Let w be the vertex adjacent to u in Ps and let z be the vertex adjacent
to v in Pn−s. We have

ΦGs(x) = ΦGs,{u,v}(x) + ΦGs−v,u(x) + ΦGs−u,v(x) + ΦGs−{u,v}(x)

= ΦH,{u,v}(x)
(
1+ΦPs−1,w(x)

)(
1+ΦPn−s−1,z(x)

)
+ΦH−v,u(x)

(
1+ΦPs−1,w(x)

)
+ ΦH−u,v(x)

(
1 + ΦPn−s−1,z(x)

)
+ ΦH−{u,v}(x) + ΦPs−1(x) + ΦPn−s−1(x)

= xΦH−v,u(x)
(
1+ΦPs−1,w(x)

)(
1+ΦPn−s−1,z(x)

)
+ΦH−v,u(x)

(
1+ΦPs−1,w(x)

)
+ ΦH−v,u(x)

(
1 + ΦPn−s−1,z(x)

)
+ ΦH−{u,v}(x) + ΦPs−1(x) + ΦPn−s−1(x)

= ΦH−v,u(x)

[
x
(
1 + ΦPs−1,w(x)

) (
1 + ΦPn−s−1,z(x)

)
+
(
1 + ΦPs−1,w(x)

)
+
(
1 + ΦPn−s−1,z(x)

) ]
+ ΦH−{u,v}(x) + ΦPs−1(x) + ΦPn−s−1(x).



K.J. BALODIS ET AL. /AUSTRALAS. J. COMBIN. 76 (1) (2020), 128–148 143

Differentiating with respect to x, we obtain

Φ′
Gs
(x) = Φ′

H−v,u(x)

[
x
(
1 + ΦPs−1,w(x)

) (
1 + ΦPn−s−1,z(x)

)
+
(
1 + ΦPs−1,w(x)

)
+
(
1 + ΦPn−s−1,z(x)

) ]

+ ΦH−v,u(x)

[(
1+ΦPs−1,w(x)

)(
1+ΦPn−s−1,z(x)

)
+xΦ′

Ps−1,w
(x)
(
1+ΦPn−s−1,z(x)

)
+ x

(
1 + ΦPs−1,w(x)

)
Φ′

Pn−s−1,z
(x) + Φ′

Ps−1,w
(x) + Φ′

Pn−s−1,z
(x)

]
+ Φ′

H−{u,v}(x) + Φ′
Ps−1

(x) + Φ′
Pn−s−1

(x).

Evaluating at x = 1 and letting F = H − v,

ΦGs(1) = NF,u (s(n− s) + n) +NF−u +
(
s
2

)
+
(
n−s
2

)
,

and

Φ′
Gs
(1) = WF,u (s(n− s) + n) +NF,u

(
s(n− s) +

(
s
2

)
(n− s+ 1) + (s+ 1)

(
n−s
2

))
+WF−u +

(
s+1
3

)
+
(
n−s+1

3

)
.

By a straightforward computation,

d
ds
NGs =

d
ds
ΦGs(1) = NF,u(n− 2s)− (n− 2s) = (n− 2s)(NF,u − 1), (7)

and

d
ds
WGs =

d
ds
Φ′

Gs
(1) = WF,u(n− 2s) +NF,u

n−2
2
(n− 2s)− n

2
(n− 2s)

= (n− 2s)
[
WF,u +

n−2
2
NF,u − n

2

]
= (n− 2s)

[
WF,u +

n
2
(NF,u − 1)−NF,u

]
. (8)

Now we consider the mean MGs =
WGs

NGs
as a continuous function of s. By the quotient

rule, d
ds
MGs will have the same sign as d

ds
[WGs]NGs − WGs

d
ds
[NGs] on

[
1, n

2

)
, since

the denominator of d
ds
MGs is strictly positive on

[
1, n

2

)
. Since both d

ds
NGs and

d
ds
WGs

have a factor of n− 2s, the expression

d
ds
[WGs]NGs −WGs

d
ds
[NGs ]

n− 2s
, (9)

will have the same sign as d
ds
MGs for s ∈ [1, n/2). We show that (9) is strictly positive



K.J. BALODIS ET AL. /AUSTRALAS. J. COMBIN. 76 (1) (2020), 128–148 144

for s ∈ [1, n/2). Substituting (7) and (8) into (9), and then simplifying, we obtain[
WF,u +

n
2
(NF,u − 1)−NF,u

] [
NF,u (s(n− s) + n) +NF−u +

(
s
2

)
+
(
n−s
2

)]
− (NF,u − 1)

[
WF,u (s(n−s) + n) +NF,u

(
s(n−s) +

(
s
2

)
(n−s+1)+(s+1)

(
n−s
2

))
+WF−u +

(
s+1
3

)
+
(
n−s+1

3

)]
= WF,u

(
n+1
2

)−NF,u
n2

2
− n

2
NF−u +

n−2
2
NF,uNF−u −N2

F,u
n
2

+WF,uNF−u −WF−uNF,u +WF−u + (NF,u − 1)n(n−1)(n−2)
12

= n2

2
(WF,u −NF,u) +

n
2
(WF,u −NF,u −NF−u) +

n
2
NF,u(NF−u + 1−NF,u)

+ (WF,uNF−u −WF−uNF,u −NF,uNF−u +WF−u) + (NF,u − 1)n(n−1)(n−2)
12

.
(10)

We now explain why each term of (10) is nonnegative (and in fact two terms are
positive). The strict inequality WF,u − NF,u > 0 is obvious. The inequality WF,u −
NF,u − NF−u = WF,u − NF ≥ 0 follows by Lemma 4.4, and the inequality NF−u +

1 − NF,u ≥ 0 follows by Lemma 4.3. The inequality (NF,u − 1)n(n−1)(n−2)
12

> 0 is
immediate since NF,u ≥ 2 and n ≥ 4. Finally,

WF,uNF−u −NF,uNF−u −NF,uWF−u +WF−u ≥ 0 ⇐⇒ WF,u −NF,u

NF,u − 1
≥ WF−u

NF−u

⇐⇒ µF,u ≥ MF−u, (11)

and (11) holds by Lemma 4.6. Therefore, the function d
ds
MGs is strictly positive on

the interval
[
1, n

2

)
, and we conclude that MG1 < MG2 < ... < MG�n/2� .

Finally, we prove the Stretching Lemma. We recall some notation used in the
statement. Fix an integer n ≥ 3. For s ∈ {1, 2, . . . , n−1}, let Fs,n−s (or Fs for short)
denote the graph obtained from the disjoint union of Ks and Pn−s by joining a leaf
of Pn−s to every vertex of Ks. Note that if s = 1, then Fs

∼= Pn, while if s = n− 1,
then Fs

∼= Kn.
Let v be a vertex of Fs belonging to the initial Ks. By straightforward counting

arguments,

ΦFs,v(x) = x(1 + x)s−1

n−s∑
i=0

xi

and

ΦFs−v(x) = (1 + x)s−1

(
n−s∑
i=0

xi

)
+ ΦPn−s−1(x)− 1.

Lemma 5.3 (The Stretching Lemma). Let H be a connected block graph of order at
least 2 having a vertex u. Fix a natural number n ≥ 3. Let v be a vertex of Fs = Fs,n−s

belonging to the initial Ks. For s ∈ {1, . . . , n− 1}, let Gs be the block graph obtained
from the disjoint union of H and Fs by identifying u and v. If 1 ≤ i < j ≤ n − 1,
then MGi

< MGj
.
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Proof. The general technique is to write MGs as a function of s, treat s as a real
variable, and show that MGs is increasing for s ∈ [1, n− 1]. In other words, we show
that d

ds
[MGs ] =

d
ds
[WGs/NGs] > 0 for all s ∈ [1, n−1]. By the quotient rule, d

ds
[MGs]

has the same sign as

d
ds
[WGs ]NGs −WGs

d
ds
[NGs] , (12)

so it suffices to show that this expression is positive for all s ∈ [1, n− 1].
Let s ∈ [1, n−1]. We first derive expressions for NGs, WGs,

d
ds
[NGs ], and

d
ds
[WGs].

We have

ΦGs(x) =
ΦFs,v(x)ΦH,u(x)

x
+ ΦFs−v(x) + ΦH−u(x)

= (1 + x)s−1

(
n−s∑
i=0

xi

)
[1 + ΦH,u(x)] + ΦH−u(x) + ΦPn−s−1(x)− 1.

Substituting x = 1 yields

NGs = 2s−1(n− s+ 1)(NH,u + 1) +NH−u +
(
n−s
2

)− 1. (13)

We also find

Φ′
Gs
(x) =

[
(s− 1)(1 + x)s−2

(
n−s∑
i=0

xi

)
+ (1 + x)s−1

(
n−s∑
i=0

ixi−1

)]
[1 + ΦH,u(x)]

+ (1 + x)s−1

(
n−s∑
i=0

xi

)[
Φ′

H,u(x)
]
+ Φ′

H−u(x) + Φ′
Pn−s−1

(x).

Substituting x = 1 and simplifying yields

WGs =
[
(s− 1)2s−2(n− s+ 1) + 2s−1

(
n−s+1

2

)]
[NH,u + 1]

+ 2s−1(n− s+ 1)WH,u +WH−u +
(
n−s+1

3

)
= 2s−2(n− s+ 1) [(n− 1) (NH,u + 1) + 2WH,u] +WH−u +

(
n−s+1

3

)
. (14)

Differentiating (13) and (14) with respect to s, and letting L = ln(2) for ease of
reading, we find

d
ds
[NGs ] = 2s−1L

(
n− s+ 1− 1

L

)
(NH,u + 1)− 2(n−s)−1

2
, and (15)

d
ds
[WGs ] = 2s−2L

(
n− s+ 1− 1

L

)
[(n− 1) (NH,u + 1) + 2WH,u]− 3(n−s)2−1

6
(16)

For convenience, we let t = n − s and rewrite (13), (14), (15), and (16) below.
Since s ∈ [1, n− 1], we have t ∈ [1, n− 1] as well.

NGs = 2s−1 (t+ 1) (NH,u + 1) +NH−u +
(
t
2

)− 1,

WGs = 2s−2(t+ 1) [(n− 1) (NH,u + 1) + 2WH,u] +WH−u +
(
t+1
3

)
,

d
ds
[NGs] = 2s−1L

(
t+ 1− 1

L

)
(NH,u + 1)− 2t−1

2
, and

d
ds
[WGs] = 2s−2L

(
t+ 1− 1

L

)
[(n− 1) (NH,u + 1) + 2WH,u]− 3t2−1

6
.
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By substituting these expressions into (12), expanding, and regrouping (and con-
firming with a computer algebra system), we find

d
ds
[WGs]NGs −WGs

d
ds
[NGs ] =

5∑
i=1

Ei,

where

E1 = 2s−2 (Lt+ L− 1) [(NH,u + 1)NH−u − 2WH−u] ,

E2 = 2s−1 (Lt+ L− 1) [WH,uNH−u −NH,uWH−u] ,

E3 = 2s−3(t+ 1)2
[
(NH,u + 1)

(
(n− 1)(Lt− 2L+ 1)− 2

3
(Lt2 + (2− L)t− 1)

)
+ 2WH,u(Lt− 2L+ 1)

]
,

E4 = − 1
12
(t + 1)2(t2 − 4t+ 2), and

E5 = 2s−2 (Lt+ L− 1) (n− 2)(NH,u + 1)NH−u +
2t−1
2

WH−u − 3t2−1
6

NH−u.

We now show that
∑5

i=1Ei > 0. We first demonstrate that E1 > 0 and E2 ≥ 0.
Note that since t ≥ 1, the factor Lt + L − 1 ≥ 2L − 1 > 0. By Lemma 4.5,
NH,uNH−u ≥ 2WH−u. Therefore,

E1 ≥ 2s−2(Lt + L− 1)NH−u > 0.

By Theorem 4.7(a), MH,u ≥ MH−u, or equivalently WH,uNH−u ≥ WH−uNH,u. It
follows immediately that E2 ≥ 0.

Next we show that E3 + E4 > 0. We begin by bounding E3. Since H has order
at least 2, we have WH,u ≥ NH,u + 1. This gives

E3 ≥ 2s−3(t + 1)2(NH,u + 1)
[
(n + 1)(Lt− 2L+ 1)− 2

3
(Lt2 + (2− L)t− 1)

]
Now we use the fact that t ≤ n− 1, or equivalently n+ 1 ≥ t+ 2. This gives

E3 ≥ 2s−3(t+ 1)2(NH,u + 1)
[
(t+ 2)(Lt− 2L+ 1)− 2

3
(Lt2 + (2− L)t− 1)

]
= 2s−3(t+ 1)2(NH,u + 1)1

3

[
Lt2 + (2L− 1)t+ 8− 12L

]
Finally, since H has order at least 2, we have NH,u ≥ 2. Applying this inequality
along with s ≥ 1 gives

E3 ≥ 1
4
(t+ 1)2

[
Lt2 + (2L− 1)t+ 8− 12L

]
.

Therefore,

E3 + E4 ≥ 1
4
(t+ 1)2

[
Lt2 + (2L− 1)t+ 8− 12L

]− (t+1)2(t2−4t+2)
12

= 1
12
(t + 1)2

[
(3L− 1)t2 + (6L+ 1)t+ 22− 36L

]
.
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Recalling that L = ln(2), one can verify that the quadratic in the square brackets of
this last expression is positive for all t ≥ 1. Thus, we conclude that E3 + E4 > 0.

Finally, we show that E5 > 0. We use the inequalities WH−u ≥ NH−u, NH,u ≥ 2,
s ≥ 1, and n− 2 ≥ t− 1.

E5 ≥ 3
2
(Lt + L− 1) (t− 1)NH−u +

2t−1
2

NH−u − 3t2−1
6

NH−u

= 1
6

[
(9L− 3)t2 − 3t+ 7− 9L

]
NH−u

Recalling that L = ln(2), it is straightforward to verify that this last expression is
strictly positive for all t, and hence E5 > 0.

We have shown that E1 > 0, E2 ≥ 0, E3+E4 > 0, and E5 > 0 for all s ∈ [1, n−1].
It follows that d

ds
[WGs ]NGs − WGs

d
ds
[NGs] =

∑5
i=1Ei > 0 for all s ∈ [1, n − 1], as

desired.

6 Concluding Remarks

In this article, we demonstrated that among all connected block graphs of order n,
the path has smallest mean CIS order. This extends Jamison’s result: Among all
trees of order n, the path has smallest mean subtree order. Moreover, our main result
lends support to the conjecture made in [4]: Among all connected graphs of order n,
the path has minimum mean CIS order. It would be nice to extend this result to a
larger family of graphs, such as the family of chordal graphs, which contains all block
graphs. However, the proofs given here of the local-global mean inequality and the
three key lemmas rely heavily on the simple structure of block graphs.

The problem of determining the structure of those block graphs, of a given order,
with maximum mean CIS order remains open. It was conjectured by Jamison [3] that
a tree with maximum mean subtree order among all trees of order n, called an optimal
tree of order n, is a caterpillar. This is known as Jamison’s Caterpillar Conjecture.
This conjecture has been verified for all n ≤ 24 (see [3, 5]). Mol and Oellermann [5]
made some progress on describing the structure of optimal trees. They proved that
in any optimal tree of order n, every leaf is adjacent with a vertex of degree at
least 3, and that the number of leaves in an optimal tree of order n is O(log2 n)
(moreover, the number of leaves is Θ(log2 n) if Jamison’s Caterpillar Conjecture is
true). We note that the Caterpillar Conjecture is the last remaining open problem
from Jamison’s original work on the mean subtree order of trees [3]. The other five
open problems from [3] have all been solved in the last decade [5, 7, 8, 9].

Turning to block graphs, for n ∈ {3, 4}, the complete graph has maximum mean
CIS order among all block graphs of order n. We have verified that for 5 ≤ n ≤
11, the block graph of order n with maximum mean CIS order is a tree (more
specifically, a caterpillar). We make the following conjecture, which strengthens
Jamison’s Caterpillar Conjecture.

Conjecture 6.1. For n ≥ 5, if G has maximum mean CIS order among all block
graphs of order n, then G is a caterpillar.
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