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Abstract

We give a combinatorial proof of the rank-unimodality of the poset of
order ideals of a product of chains of lengths 2, n, and m, and find a
symmetric chain decomposition in the case where n = 2. A general
method is given for showing that the corresponding poset for more and/or
larger chains is also rank-unimodal, with its applicability limited only by
available computational power.

1 Introduction

An order ideal in a partially ordered set is a subset I such that if x ∈ I and y ≤ x,
then y ∈ I. Let L(n1, n2, . . . , nk) denote the poset of order ideals of the poset
n1 × n2 × · · · × nk, where n is an n-element chain. When k = 2, this is isomorphic
to the poset of integer partitions with at most n1 parts and largest part at most
n2, ordered by inclusion of Young diagrams. When k = 3, it is the poset of plane
partitions that fit inside an n1 × n2 × n3 box, again ordered by inclusion. A plane
partition can be visualized as a stack of unit cubes in a corner of a room with the
origin at that corner, where the cubes must be pressed into the corner in the sense
that no cube can decrease its position along any one axis. Plane partitions that
fit inside an n1 × n2 × n3 box can be represented as integers between 0 and n3

(inclusive) arranged in an n1 × n2 grid with weakly increasing rows and columns,
where the numbers represent the number of boxes stacked at each square on the
floor.

Following the definitions in [10], a poset is graded of rank n if every maximal chain
has the same length n. There is then a rank function that is 0 on minimal elements
and increases by 1 at each step along a maximal chain to rank n on maximal elements,
thereby assigning a nonnegative integer (rank) to each element of the poset. A poset
is rank-symmetric if the number of elements of rank k equals the number of elements
of rank n−k for each k. It is rank-unimodal if the sequence of the number of elements
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of each rank from 0 to n is unimodal, i.e., it weakly increases up to some point and
then weakly decreases after that point.

The poset L(n1, n2, . . . , nk) is rank-symmetric, and is known to be rank-unimodal for
k ≤ 3 [4, 5, 8], with a combinatorial proof previously known only for k ≤ 2 [3, 13].
The cases of L(3, n) and L(4, n) are also known to have a symmetric chain decom-
position [2, 6, 11, 12]; expressing the poset as a disjoint union of saturated chains
symmetric about the middle level implies rank-unimodality and other properties not
named here. Our main result on rank-unimodality is a combinatorial proof of the
following theorem.

Theorem 1. The poset L(2, n,m) is rank-unimodal.

If a poset is graded of rank n and has pi elements of rank i, then the rank-generating

function of P is the polynomial F (P, q) =
n∑
i=0

piq
i in the variable q. It is known [8]

that F (L(m,n), q) is the q-binomial coefficient (or Gaussian polynomial)[
m+ n
n

]
q

=
(1− qm+n)(1− qm+n−1) · · · (1− qm+1)

(1− qn)(1− qn−1) · · · (1− q)
.

This polynomial is symmetric and unimodal in the sense that its coefficients form
a symmetric and unimodal sequence, centered around degree mn

2
[3, 5]. We will

also use a special case of Proposition 8.2 in [7], that the rank-generating function for
L(n1, n2, . . . , nk) is a sum of q-binomial coefficients multiplied by certain polynomials
in q. To that end, let P = n1 × n2 × · · · × nk−1, m = nk, and p = n1n2 · · ·nk−1
(the size of P ). A natural labeling of P is a labeling of the elements of P from 1
to p such that larger elements of the poset have larger labels. We can fix a natural
labeling ω for a product of two chains by labeling the elements from bottom to top
and left to right, as shown in Figure 1 for 2× n. A linear extension is another term
for a natural labeling, but we will use it to refer specifically to the list of labels as
a way of permuting the fixed labeling (this subtlety will be illustrated by example
later). The major index, maj(π) of a permutation π = π1π2 · · · πn is the sum of
all i such that πi > πi+1, called descents. We can now define the W -polynomial

Ws(P, q) =
∑
π

qmaj(π), where the sum is over all linear extensions π of P with s

descents.

The relevant formula from Stanley [7] in this case is

F (P, q) =

p−1∑
s=0

[
p+m− s

p

]
q

Ws(P, q). (1)

It is known that

[
p+m− s

p

]
q

is symmetric and unimodal, centered around degree

p(m−s)
2

. Thus if we can show that Ws(P, q) is also symmetric and unimodal, centered
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Figure 1: A natural labeling of 2× n.

around degree ps
2

, then the product is symmetric and unimodal, centered around
degree pm

2
[9], and hence the sum of these products, namely F (L(n1, n2, . . . , nk), q),

is symmetric and unimodal, centered around degree pm
2

. We will now show that this
works for P = 2× n, where p = 2n, and thereby prove Theorem 1.

2 Proof of Theorem 1

To show that Ws(P, q) is symmetric and centered around degree ps
2

, let π be any
linear extension of P = 2 × n with s descents. Replace each number x in π by
2n + 1 − x and reverse the order to get a new extension π′ (of the dual of P ) with
the same number of descents, but with maj(π′) = 2ns−maj(π). Since P is self-dual,
π′ is also a linear extension of P , and the central degree is 2ns

2
= ps

2
. Now we prove

unimodality by induction on n.

If n = 1, then L(2, 1,m) is isomorphic to L(2,m), which we already know is a q-
binomial coefficient. For n > 1, a linear extension of 2× n can have anywhere from
0 to n− 1 descents, recalling that we have fixed the natural labeling ω.

Our strategy is to put a poset structure on the set of linear extensions of P with s
descents. The resulting poset W s(P ) has rank-generating function Ws(P, q) (after
factoring out the lowest power of q) for each s, then rank-unimodality is established
by showing that W s(P ) is isomorphic to L(2, s, n−s−1). The steps will be illustrated
with the five linear extensions of 2×3. Rather than drawing the diagram each time,
we arrange the labels in a grid (a standard Young tableau of rectangular shape),
with ω denoting our fixed labeling.

ω=
1 3 5
2 4 6

,
1 3 4
2 5 6

,
1 2 5
3 4 6

,
1 2 4
3 5 6

, and
1 2 3
4 5 6

.

These give the permutations 123456, 123546, 132456, 132546, and 135246, respec-
tively. Note the last one is the only one that illustrates the subtlety that we use the
labels of each linear extension to determine the order in which to write the labels of
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ω, which is not the same as reading the labels in the order from ω (in that case the
last permutation would be 142536 and the construction would fail to be a bijection
at the next step). In general, because of our choice of ω, the odd numbers and the
even numbers will have to appear in increasing order, the permutation must start
with 1 and end with 2n, and each odd number has to appear before any larger even
number.

Given a linear extension π with s descents, replace each element of the ith increasing
run with the label i− 1 for 1 ≤ i ≤ s+ 1. The five permutations in the example thus
become 000000, 000011, 001111, 001122, and 000111, respectively.

Next convert the labels in ω to the smaller numbers that replaced them in each
permutation:

0 0 0
0 0 0

,
0 0 0
0 1 1

,
0 0 1
1 1 1

,
0 0 1
1 2 2

, and
0 0 0
1 1 1

.

Since P = 2× n, this labeling is a 2× n array of numbers 0 to s, weakly increasing
in rows and columns. By definition, this is an element of L(2, n, s).

Now replace each row with a row that counts the number of entries in the original
row that are at least each of s, s − 1, . . . , 1. This step changes rows of length n to
rows of length s, yielding an element of L(2, s, n). The example becomes

∅, 0
2
∈ L(2, 1, 3),

1
3
∈ L(2, 1, 3),

0 1
2 3

∈ L(2, 2, 3), and
0
3
∈ L(2, 1, 3).

Now when s > 0 we have a minimal element, namely
0 1 · · · s− 1
2 3 · · · s+ 1

, which can

be subtracted from each of the others to yield an element of L(2, s, n− s− 1). The
example becomes

∅, 0
0
∈ L(2, 1, 1),

1
1
∈ L(2, 1, 1),

0 0
0 0

∈ L(2, 2, 0), and
0
1
∈ L(2, 1, 1).

Note that in the example we got all elements of L(2, 1, 1) and L(2, 2, 0), and ω has
no descents (technically giving an element of L(2, 0, 2)).

Each step in the process described is an order-preserving bijection. The map from
the set of linear extensions to the subset of L(2, n, s) is a bijection, and we use the
ordering on L(2, n, s) to define the ordering on W s(P ). The elements of L(2, n, s)
that we get are those where for each i, 1 ≤ i ≤ s, the first i in the bottom row occurs
to the left of the last i− 1 in the top row.

The next step, which replaces the rows of n entries that are most s with rows of
s entries that are at most n, is the standard bijection from L(2, n, s) to L(2, s, n)
obtained by switching axes, or looking at the stack of boxes from a different direction.
After that we subtract off the minimal element, which is possible since in L(2, n, s)

we had to have at least the element
0 · · · 0 0 1 · · · s− 2 s− 1
0 · · · 1 2 3 · · · s s

, which
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maps to the minimal element in L(2, s, n).

Thus we have an injection into L(2, s, n−s−1). To see that it is surjective, consider
the inverse map. Given any element of L(2, s, n−s−1), we add the minimal element
to it, work our way back to L(2, n, s), and observe that for each i, 1 ≤ i ≤ s, the
first i in the bottom row occurs to the left of the last i−1 in the top row, as desired.
Thus the map described above shows that W s(P ) ∼= L(2, s, n− s− 1).

Since s < n, we know L(2, s, n−s−1) is rank-unimodal by induction, thus completing
the proof of Theorem 1.

3 Related questions

When n = 2 we have F (L(2, 2,m), q) = F (L(4,m), q) + q2F (L(4,m − 1), q), which
suggests a way to prove the following theorem.

Theorem 2. L(2, 2,m) has a symmetric chain decomposition.

Proof. We find a bijection from L(2, 2,m) to the disjoint union of L(4,m) and
L(4,m − 1), whose inverse is order-preserving, where the rank gets shifted down
by 2 in the second case. An explicit SCD is known for these posets [12].

An element of L(2, 2,m) is a diagram of the form
a b
c d

. This element can be

thought of as an ordered 4-tuple (a, b, c, d) of numbers from 0 to m, where a ≤ b,
a ≤ c, b ≤ d, and c ≤ d. If b ≤ c, then this is an element of L(4,m). If b > c, then
we take (a, c, b− 1, d− 1) ∈ L(4,m− 1), which is the desired bijection.

Because L(4,m− 1) is graded of rank 4(m− 1) while L(2, 2,m) goes up to rank 4m,
the elements that map to L(4,m− 1) traverse ranks 2 through 4m− 2 in L(2, 2,m).
In all of these posets, one element covers another if they differ by exactly 1 in one
position and are equal everywhere else. The bijection preserves cover relations since
those differences are unchanged in each part, thus the saturated chains in the smaller
poset SCDs correspond to saturated chains to form a SCD in L(2, 2,m).

The proof Theorem 2 comes from a technique sometimes referred to as “proof by
wishful thinking.” It doesn’t always work, but sometimes an algebraic relation can
give a clue as to where to look for a combinatorial structure.

Formula 1 makes is possible to prove rank-unimodality of infinitely many cases with
a finite calculation. Once again let P = n1 × n2 × · · · × nk−1, m = nk, and
p = n1n2 · · ·nk−1. As used in the proof of Theorem 1, if Ws(P, q) is symmetric
and unimodal, centered around degree ps

2
for each s, then F (L(n1, n2, . . . , nk), q) is

unimodal for fixed n1, n2, . . . , nk−1 and arbitrary nk.

Proposition 1. The poset L(2, 2, 2,m) is rank-unimodal for all m.
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Proof. Let P = 2× 2× 2, labeled as shown in Figure 2.

Figure 2: A natural labeling of 2× 2× 2.

By computing all 48 linear extensions, we get the following polynomials.

W0(P, q) = 1

W1(P, q) = 2q2 + 2q3 + 3q4 + 2q5 + 2q6

W2(P, q) = q5 + 3q6 + 4q7 + 8q8 + 4q9 + 3q10 + q11

W3(P, q) = 2q10 + 2q11 + 3q12 + 2q13 + 2q14

W4(P, q) = q16

Each of these is symmetric and unimodal, centered around degree 4s, as desired.

Some other products of more than two chains can be handled similarly with Maple
in a reasonable amount of time, yielding the following new results.

Proposition 2. The posets L(2, 2, k,m) for 2 ≤ k ≤ 13, L(2, 2, 2, j,m) for 2 ≤ j ≤
8, L(2, 2, 2, 2, i,m) for 2 ≤ i ≤ 4, and L(3, 3, h,m) for 3 ≤ h ≤ 4 are rank-unimodal
for all m.

A natural question is whether the polynomials Ws(P, q) will behave so nicely for
all products of chains or for all products of two chains. There are graded lattices
for which the W -polynomials are neither unimodal nor symmetric, but products of
chains have much more structure. The proof of Theorem 1 does not generalize in the
most obvious way, since we cannot always find a minimal element to subtract off.

Conjecture 1. The polynomials Ws(P, q) will always be unimodal where P is a
product of chains, hence L(n1, n2, . . . , nk) will always be rank-unimodal.

What we can prove is the following, where L(P ) denotes the poset of order ideals of
a poset P , ordered by inclusion.
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Proposition 3. For any poset P , F (L(P ), q) = W1(P, q) + (1 + q + q2 + q3 + · · ·+
qdeg(F (L(P ),q))).

Proof. Consider an order ideal in a poset P with a natural labeling. The set of
vertices {1, 2, . . . , k} will be one such order ideal for each k. These order ideals
correspond to the 1 + q + q2 + q3 + · · · + qdeg(F (L(P ),q)) part of the formula. For
any other order ideal with k elements, we can obtain a linear extension by labeling
the elements of the order ideal 1 through k in the order of their original labels,
then label the rest in order. The corresponding permutation will have k numbers in
increasing order, a descent at position k, and the rest of the numbers in increasing
order. Any such linear extension similarly corresponds to an order ideal by taking
the elements labeled 1 through k. In other words, these are exactly the permutations
whose generating function is W1(P, q).

Previously we proved that the poset of order ideals of a product of chains was rank-
unimodal by showing that every W -polynomial for the product of all but the last
chain was rank-unimodal. The consequence of Proposition 3 is that we can show
rank-unimodality in a single case by computing only W1 but without omitting the
last chain in the product.

4 Still Open

While the posets W s(P ) are useful, they have some drawbacks, such as being depen-
dent on the natural labeling of P . There is a simple bijection between L(n1, n2, . . . ,
nk,m) and the disjoint union of W s(P )×L(p,m− s) (which proves the special case
of (1) that we used), but in general it is not order-preserving in either direction, and
the posets W s do not always possess a symmetric chain decomposition.

Let hk(P ) denote the number of linear extensions of P with k descents. For graded
posets it is known that the sequence h0, h1, h2, . . . is symmetric (when truncated after
the last nonzero term), with a bijective proof given by J. Farley [1]. In the special
case where P = 2×n, we get this bijection for free from our proof of Theorem 1, since
hk(P ) = |W k(P )| and W s(P ) ∼= L(2, s, n− 1− s) ∼= L(2, n− 1− s, s) ∼= W n−1−s(P ).
If we use self-duality along the way, then we get another bijection, so at least one of
these will be different from Farley’s. For products of more or larger chains, however,
the analogous posets W s are not isomorphic (though the polynomials Ws will be the
same up to a power of q factor, so ideally a bijection would prove this as well).

The results of Proposition 2 should be feasible to extend every few years with more
powerful computers, but a more general proof for products of more than three chains
has thus far remained elusive.
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