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#### Abstract

Golay sequences have been used extensively for constructing base sequences, Yang numbers, T -sequences, Hadamard matrices, SBIBDs and Hadamard matrices with maximum possible sums.

The possibility of obtaining new Golay sequences is diminishing and only non-existence results are appearing nowadays.

We introduce block Golay sequences. It turns out that every existing result on Golay sequences could be extended to block Golay sequences. The abundance of such sequences and their applications will be presented.


Let $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ be a sequence of commuting variables of length $n$. The nonperiodic auto-correlation function of the sequence $A$ is defined by

$$
N_{A}(j)=\left\{\begin{array}{cc}
\sum_{i=1}^{n-j} & a_{i} a_{i+j}, \\
0 & j=1,2, \ldots, n-1, \\
0 & , j \geq n
\end{array}\right.
$$

Two sequences $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}, B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ are called Golay sequences of length $n$ if all the entries are $(1,-1)$-and $N_{A}(j)+N_{B}(j)=0$ for all $j \geq 1$. Golay sequences exist for orders $2^{a} 10^{b} 26^{c}, a, b, c$, non-negative integers.

The sequence $A=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$, where $A_{i}$ s are $(1,-1)$-matrices of order $m$, is called a Block Barker sequence of length $n$ and block size $m$ if:
(i) $A_{i} A_{j}^{t}=A_{j} A_{i}^{t}$ for all $i, j$;
(ii) $\sum_{i=1}^{n} A_{i} A_{i}^{t}=n m I_{m}$;
(iii) $N_{A}(j)= \begin{cases}\sum_{i=1}^{n-j} A_{i} A_{i+j}^{t}=0 \text { for } & j=1,2, \ldots, n-1, \\ 0 & \end{cases}$

Two sequences $A=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}, B=\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$, where $A_{i}$ s and $B_{i}$ s are ( $1,-1$ )-matrices of order $m$, are called block Golay sequences of length $n$ and block size $m$ if:

$$
\begin{equation*}
A_{i} B_{j}^{t}=B_{j} A_{i}^{t} ; \text { for all } i, j ; \tag{i}
\end{equation*}
$$

(ii) $\sum_{i=1}^{n}\left(A_{i} A_{i}^{t}+B_{i} B_{i}^{t}\right)=2 n m I_{m}$;
(iii)

$$
\begin{aligned}
N_{A}(j)+N_{B}(j)= & \sum_{i=1}^{n-j} A_{i} A_{i+j}^{t}+\sum_{i=1}^{n-j} B_{i} B_{i+j}^{t}=0 \\
& \text { for } j=1,2, \ldots, n-1, \\
= & 0 \text { for } j \geq n .
\end{aligned}
$$

Lemma 1: Let $X=\{A, B\}$ be two Barker sequences of lengths $n, \ell$ respectively, and block size $m$. Then $Z=(A, B), Y=(A,-B)$, is a block Golay sequence of length $n+\ell$ and block size $m$.

## Proof:

Note that $\left(N_{X}+N_{Y}\right)(j)=2 N_{A}(j)+2 N_{B}(j)=0$ for all $j \geq 1$. The rest is straightforward.

## Lemma 2:

(i) If there is a block Golay sequence of length $n$ and block size $m$, then there is a block Golay sequence of length $r n$ and block size $m$, where $r$ is the length of a Golay sequence.
(ii) If there are block Golay sequences of lengths $n, \ell$ and block size $m, k$ respectively, then there are block Golay sequences of length $n^{a} \ell^{b}$ and block size $m^{a} k^{b}$ where $a, b$ are non-negative integers.

## Proof:

(i) Let $A, B$ be block Golay sequences of length $n$ and block size $m$ and $C, D$ Golay sequences of length $r$. Using an idea of Turyn, the following are the required block Golay sequences:

$$
\begin{gathered}
A \times \frac{1}{2}(C+D)+B \times \frac{1}{2}(C-D) \\
A \times \frac{1}{2}\left(C^{*}-D^{*}\right)-B \times \frac{1}{2}\left(C^{*}+D^{*}\right),
\end{gathered}
$$

where $X^{*}$ is the sequence whose elements are the reverse of those in $X$. The proof that the nonperiodic auto-correlation function is zero is similar to that of Turyn and the rest is straightforward.
(ii) Assume $C, D$ is a block Golay sequence of length $\ell$ and block size $k$ in the proof of part (i).
We let - stand for -1 and + for 1 .
Lemma 3: Let $\eta=\left(\begin{array}{cccc}+ & + & + & - \\ + & + & - & + \\ + & - & + & + \\ - & + & + & +\end{array}\right), \alpha_{1}=\left(\begin{array}{lll}+ & + & + \\ + \\ + & + & + \\ + & + & + \\ + \\ + & + & +\end{array}\right)$,
$\alpha_{2}=\left(\begin{array}{cccc}+ & + & - & - \\ + & + & - & - \\ - & - & + & + \\ - & - & + & +\end{array}\right), \alpha_{3}=\left(\begin{array}{cccc}+ & - & + & - \\ - & + & - & + \\ + & - & + & - \\ - & + & - & +\end{array}\right), \alpha_{4}=\left(\begin{array}{cccc}+ & - & - & + \\ - & + & + & - \\ - & + & + & - \\ + & - & - & +\end{array}\right)$.
Then

$$
\alpha_{i} \alpha_{j}^{t}=\alpha_{j} \alpha_{i}^{t}=0, i \neq j, \eta \eta^{t}=4 I_{4}, \sum_{i=1}^{4} \alpha_{i} \alpha_{i}^{t}=16 I_{4} \text { and } \eta \alpha_{i}^{t}=\alpha_{i} \eta^{t}, 1 \leq i \leq 4
$$

## Proof:

Trivial. See also [2].
Lemma 4: For each positive integer $k$, therc are $2^{2 k-1}(1,-1)$-matrices, say, ${ }_{k} C_{1},{ }_{k} C_{2}$, $\ldots,{ }_{k} C_{2^{2 k-1}}$ and an Hadamard matrix ${ }_{k} H$, all of order $4^{k}$, such that:
(i) $\quad{ }_{k} C_{i}{ }_{k} C_{j}^{t}={ }_{k} C_{j}{ }_{k} C_{i}^{t}=0, i \neq j$;
(ii) $\quad \sum_{i=1}^{2^{2 k-1}}{ }_{k} C_{i}{ }_{k} C_{i}^{t}=2^{4 k-1} I_{2^{2 k}}$;
(iii) $\quad{ }_{k} C_{i}{ }_{k} H^{t}={ }_{k} H_{k} C_{i}^{t}, 1 \leq i \leq 2^{2 k-1}$.

Proof: We use induction on $k$.
For $k=1$, let

It is easy to see that ${ }_{1} C_{1},{ }_{1} C_{2},{ }_{1} H$ satisfy (i), (ii), (iii) above.
Suppose that for the positive integer $k$, there are $2^{2 k-1}(1,-1)$-matrices, say, ${ }_{k} C_{1},{ }_{k} C_{2}$, $\ldots,{ }_{k} C_{2^{2 k-1}}$ and an Hadamard matrix ${ }_{k} H$, all of order $4^{k}$ satisfying (i), (ii), (iii) above. Let $\alpha_{i}, \eta$ be the matrices of Lemma 3 and consider any enumeration ${ }_{k+1} C_{1},{ }_{k+1} C_{2}, \ldots$, ${ }_{k+1} C_{2^{2 k+1}}$ of the matrices ${ }_{k} C_{i} \times \alpha_{j}, 1 \leq i \leq 2^{2 k-1}, 1 \leq j \leq 4$.

Let ${ }_{k+1} H={ }_{k} H \times \eta$. Then:
(i) $\left({ }_{k} C_{i} \times \alpha_{j}\right)\left({ }_{k} C_{i^{\prime}}^{t} \times \alpha_{j^{\prime}}^{t}\right)={ }_{k} C_{i}{ }_{k} C_{i^{\prime}}^{t} \times \alpha_{j} \alpha_{j^{\prime}}^{t}=0=\left({ }_{k} C_{i^{\prime}} \times \alpha_{j^{\prime}}\right)\left({ }_{k} C_{i}^{t} \times \alpha_{j}^{t}\right),(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$;
(ii)

$$
\begin{aligned}
\sum_{i=1}^{2^{2 k+1}}{ }_{k+1} C_{i}{ }_{k+1} C_{i}^{t} & =\sum_{i=1}^{2^{2 k-1}} \sum_{j=1}^{4}\left({ }_{k} C_{i} \times \alpha_{j}\right)\left({ }_{k} C_{i}^{t} \times \alpha_{j}^{t}\right) \\
& =\sum_{i=1}^{2^{2 k-1}} \sum_{j=1}^{4}\left({ }_{k} C_{i}{ }_{k} C_{i}^{t} \times \alpha_{j} \alpha_{j}^{t}\right) \\
& =\left(\sum_{i=1}^{2^{2 k-1}}{ }_{k} C_{i}{ }_{k} C_{i}^{t}\right) \times\left(\sum_{j=1}^{4} \alpha_{j} \alpha_{j}^{t}\right) \\
& =\left(2^{4 k-1} I_{2^{2 k}}\right) \times\left(4 I_{4}\right) \\
& =2^{4 k+1} I_{2^{2 k+2}} ;
\end{aligned}
$$

(iii)

$$
\begin{aligned}
{ }_{k+1} H_{k+1} C_{i}^{t}= & \left({ }_{k} H \times \eta\right)\left({ }_{k} C_{i^{\prime}}^{t} \times \alpha_{j}^{t}\right) \\
= & { }_{k} H_{k} C_{i^{\prime}}^{t} \times \eta \alpha_{j}^{t} \\
= & { }_{k} C_{i^{\prime}} H^{t} H^{t} \times \alpha_{j} \eta^{t} \\
& \quad \text { by induction hypothesis and Lemma } 3 \\
= & \left({ }_{k} C_{i^{\prime}} \times \alpha_{j}\right)\left({ }_{k} H^{t} \times \eta^{t}\right)={ }_{k+1} C_{i}{ }_{k+1} H^{t} .
\end{aligned}
$$

By induction the construction is complete.

Lemma 5: [Kharaghani [2]] For each positive integer $k$, there are $4^{k}$ symmetric (1, -1)-matrices ${ }_{k} C_{1},{ }_{k} C_{2}, \ldots,{ }_{k} C_{4^{k}}$ and a symmetric matrix ${ }_{k} H$, all of order $4^{k}$, such that:
(i)

$$
{ }_{k} C_{k} C_{j}=0, i \neq j
$$

(ii) $\quad \sum_{i=1}^{4^{k}}{ }_{k} C^{2}=4^{2 k} I_{4^{k}}$;
(iii) ${ }_{k} C_{i}{ }_{k} H={ }_{k} H_{k} C_{i}, 1 \leq i \leq 4^{k}$.

## Proof:

Start with matrices of Lemma 3 and follow the proof of Lemma 4. See [2].
For simplicity we shall omit the indices on the left when we apply Lemma 4 or 5.

## Theorem 6:

(i) For each positive integer $k$, there are block Golay sequences of length $2^{2 k-1}+1$ and block size $4^{k}$.
(ii) For each positive integer $k$, there are block Golay sequences of length $4^{k}+1$ and block size $4^{k}$.

## Proof:

(i) For positive integer $k$, let $H, C_{1}, C_{2}, \ldots, C_{2^{2 k-1}}$ be the matrices constructed in Lemma 4. Let $A=\{H\}, B=\left\{C_{1}, C_{2}, \ldots, C_{2^{2 k-1}}\right\}$. Then $A, B$ are two block Barker sequences satisfying the condition of Lemma 1 . Thus $Z=(A, B), Y=(-A, B)$ is a block Golay sequence of length $2^{2 k+1}+1$ and block size $4^{k}$.
(ii) For positive integer $k$, let $H, C_{1}, C_{2}, \ldots, C_{4^{k}}$ be the matrices constructed in Lemma 5. The rest follows are in part (i).

Table 1 is drawn from Theorem 6 and Lemma 2.

| Length | Block Size |
| :---: | :---: |
| 3 | 4 |
| 5 | 4 |
| 9 | $4^{2}$ |
| 15 | $4^{2}$ |
| 17 | $4^{2}$ |
| 25 | $4^{2}$ |
| 27 | $4^{3}$ |
| 33 | $4^{3}$ |
| 45 | $4^{3}$ |

Table 1: Block Golay Sequence of Odd Length

Lemma 7: Let $X=\{A, B\}, Y=\{E, D\}$ be block Golay sequences of length $n, m$ respectively and block size $k$ such that $F G^{t}=G F^{t}$ for all entries $G, F$ of $A, B, E, D$. Let $X_{1}=(A, E), X_{2}=(A,-E), X_{3}=(B, D), X_{4}=(B,-D)$. Then $N_{X_{1}}+N_{X_{2}}+N_{X_{3}}+N_{X_{4}}=0$. Consequently, if $X, Y, Z, W$ are block circulant matrices whose first rows are entries of $X_{1}, X_{2}, X_{3}, X_{4}$ respectively, then $X X^{t}+Y Y^{t}+Z Z^{t}+$ $W W^{t}=4(n+m) k I_{(n+m) k}$.

## Proof:

Note that $\left(N_{X_{1}}+N_{X_{2}}+N_{X_{3}}+N_{X_{4}}\right)(j)=2\left(N_{A}+N_{B}+N_{E}+N_{D}\right)(j)=0$ for all $j \geq 1$. The rest follows from properties of block Golay sequences.

Example 8: Let $H, C_{1}, C_{2}$ be matrices of Lemma 4 for $k=1$. Let

$$
\begin{aligned}
& A=\left\{A_{1}=H, A_{2}=C_{1}, A_{3}=C_{2}\right\}, \\
& B=\left\{B_{1}=H, B_{2}=C_{1}, B_{3}=C_{2}\right\}, \\
& E=\left\{E_{1}=H, E_{2}=H\right\}, \\
& D=\left\{D_{1}=H, D_{2}=H\right\} .
\end{aligned}
$$

Then

$$
\begin{aligned}
X & =\left(H, C_{1}, C_{2}, H, H\right) \\
Y & =\left(H, C_{1}, C_{2},-H,-H\right) \\
Z & =\left(-H, C_{1}, C_{2}, H,-H\right) \\
W & =\left(-H, C_{1}, C_{2},-H, H\right)
\end{aligned}
$$

Let $A=\left[a_{i j} A_{i j}\right], B=\left[b_{i j} B_{i j}\right]$ be to block circulant matrices. Let $A_{t}=\left[a_{j i} A_{j i}\right], B_{t}=$ $\left[b_{j i} B_{j i}\right]$ and assume that $A_{i j} B_{k \ell}^{t}=B_{k \ell} A_{i j}^{t}$ for all $i, j, k, \ell$. Then $A\left(B_{t}\right)^{t}=B\left(A_{t}\right)^{t}$.

Theorem 9: The existence of block Golay sequences of lengths $n, m$ and block size $k$ of Lemma 7 implies the existence of an Hadamard matrix of order $4(n+m) k$.

## Proof:

Let $X, Y, Z, W$ be the matrices in Lemma 7. Let $R$ be the back identity matrix. Then

$$
H=\left[\begin{array}{cccc}
X & Y R & Z R & W R \\
-Y R & X & -W_{t} R & Z_{t} R \\
-Z R & W_{t} R & X & -Y_{t} R \\
-W R & -Z_{t} R & Y_{t} R & X
\end{array}\right]
$$

is an Hadamard matrix of order $4(n+m) k$.

## Remark

Let $C, D$ be a Golay sequence of length $r$. Then $C \times H, D \times H$ ( $H$ is the Hadamard matrix in the proof of Theorem 6) is a block Golay sequence of length $r$ and block size $4^{k}$. Thus the existence of Hadamard matrices of order $4^{\alpha k+1}\left[r+\left(2^{2 k-1}+1\right)^{\alpha} r^{\prime}\right]$ and $4^{\alpha k+1}\left[r+\left(4^{k}+1\right)^{\alpha} r^{\prime}\right]$ follows from Theorem 9 and Lemma 2, where $r^{\prime}$ is the length of a Golay sequence and $\alpha$ is a non-negative integer. As an application of Theorem 9 , we have the following.

## Some New Hadarnard Matrices of order $2^{t} p$

| $p$ | $t$ | $t^{\prime}$ |
| ---: | ---: | ---: |
| 479 | 12 | 16 |
| 491 | 13 | 15 |
| 659 | 7 | 17 |
| 1499 | 12 | 18 |
| 2063 | 6 | 8 |

$t^{\prime}$ is given in Seberry and Yamada [3].

Let $S, P$ be $(1,-1)$-matrices of order $m .(S, P)$ is called an orthogonal pair of order $m$ (see Craigen [1]) if:
(i) $\quad S P^{t}=P S^{t}=0$;
(ii)

$$
S S^{t}+P P^{t}=2 m I_{m}
$$

Let $(S, P),(M, N)$ be two orthogonal pairs of order $m, n$ respectively.
Let ${ }_{1} H=\frac{1}{2}(S+P) \times M+\frac{1}{2}(S-P) \times N, A_{1}=S \times M, A_{2}=P \times M, A_{3}=S \times N$, $A_{4}=P \times N$.
Then ${ }_{1} H_{1} H^{t}=m n I_{m n}$,
$A_{i} A_{j}^{t}=A_{j} A_{i}^{t}=0, i \neq j, \sum_{i=1}^{4} A_{i} A_{i}^{t}=\left(S S^{t}+P P^{t}\right) \times\left(M M^{t}+N N^{t}\right)=4 m n I_{m n}$
and ${ }_{1} H A_{i}^{t}=A_{i 1} H^{t}, 1 \leq i \leq 4$.
Noting that Lemma 5 depends entirely on Lemma 3, the above observation allows us to get the following extension of Lemma 5 .
The reader has noted that in Lemma 3, the property of $\eta \alpha_{i}^{t}=\alpha_{i} \eta^{t}, 1 \leq i \leq 4$, follows because of block circulancy of the matrices $\eta, \alpha_{i}, 1 \leq i \leq 4$. The fact that the block circulancy can be replaced, as above, is quite interesting.

Theorem 10: Let $(S, P),(M, N)$ be two orthogonal pairs of order $m, n$ respectively. Then for each positive integer $k$, there are $4^{k}(1,-1)$-matrices, say, ${ }_{k} C_{1},{ }_{k} C_{2}, \ldots,{ }_{k} C_{4^{k}}$ and an Hadamard matrix ${ }_{k} H$, all of order $(m n)^{k}$, such that:

$$
\begin{equation*}
{ }_{k} C_{i}{ }_{k} C_{j}^{t}={ }_{k} C_{j}{ }_{k} C_{i}^{t}=0, \quad i \neq j ; \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{align*}
& \sum_{k=1}^{4^{k}}{ }_{k} C_{i}{ }_{k} C_{i}^{t}=4^{k}(m n)^{k} I_{(m n)^{k}} ; \\
& { }_{k} C_{i}{ }_{k} H^{t}={ }_{k} H_{k} C_{i}^{t}, \quad 1 \leq i \leq 4^{k} \tag{iii}
\end{align*}
$$

To see that Theorem 10 is an extension of Lemma 5 , let $M=S=\left(\begin{array}{l}++ \\ + \\ +\end{array}\right)$, $P=N=\left(\begin{array}{ll}+ & - \\ - & +\end{array}\right)$.

## Remark:

There are other ways of extending Lemma 5, besides the above method.
Starting with orthogonal pairs $(S, P),(M, N)$, we can construct ${ }_{1} H, A_{1}, A_{2}, A_{3}, A_{4}$ as before. Next consider $M_{1}=S \times_{1} H, N_{1}=P \times{ }_{1} H, C_{i}=S \times A_{i}, C_{i+4}=P \times A_{i}$, $1 \leq i \leq 4$. Then ( $M_{1}, N_{1}$ ) is an orthogonal pair and $C_{i} M_{1}^{t}=M_{1} C_{i}^{t}, C_{i} N_{1}^{t}=N_{1} C_{i}^{t}$, $1 \leq i \leq 8$.

Now consider, ${ }_{2} H=\frac{1}{2}(S+P) \times M_{1}+\frac{1}{2}(S-P) \times N_{1},{ }_{2} C_{i}=S \times C_{i},{ }_{2} C_{i+8}=P \times C_{i}$, $1 \leq i \leq 8$. The next steps are obvious now.

Let $(S, P)$ be an orthogonal pair of order $m$. Let
${ }_{1} H=\left(\begin{array}{rr}S & P \\ -P & S\end{array}\right),{ }_{1} C_{1}=\left(\begin{array}{rr}S & S \\ S & -S\end{array}\right),{ }_{1} C_{2}=\left(\begin{array}{rr}P & P \\ P & -P\end{array}\right)$.
Then ${ }_{1} H_{1} H^{t}=2 m I_{2 m},{ }_{1} C_{i}{ }_{1} C_{2}^{t}={ }_{1} C_{2}{ }_{1} C_{1}^{t}=0,{ }_{1} C_{1}{ }_{1} C_{1}^{t}+{ }_{1} C_{2}{ }_{1} C_{2}^{t}=4 m I_{2 m}$ and ${ }_{1} H_{1} C_{i}^{t}={ }_{1} C_{i 1} H^{t}, i=1,2$. Consequently, we have the following extension of Lemma 4.

Theorem 11: Let $(S, P)$ be an orthogonal pair of order $m$. Then, for each positive integer $k$, there are $2^{2 k+1}(1,-1)$-matrices, say, ${ }_{k} C_{1},{ }_{k} C_{2}, \ldots,{ }_{k} C_{2^{2 k-1}}$ and an Hadamard matrix ${ }_{k} H$, all of order $2^{2 k-1} m$, such that:

$$
\begin{equation*}
{ }_{k} C_{i}{ }_{k} C_{j}^{t}={ }_{k} C_{j}{ }_{k} C_{i}^{t}=0, \quad i \neq j ; \tag{i}
\end{equation*}
$$

(ii) $\sum_{i=1}^{2^{2 k-1}}{ }_{k} C_{i} C_{i}^{t}=2^{4 k-2} m I_{2^{2 k-1} m}$;

$$
\begin{equation*}
{ }_{k} C_{i}{ }_{k} H^{t}={ }_{k} H_{k} C_{i}^{t}, \quad 1 \leq i \leq 2^{2 k-1} \tag{iii}
\end{equation*}
$$

Note that if we let $S=\left(\begin{array}{c}+ \\ + \\ + \\ +\end{array}\right), P=\left(\begin{array}{cc}+ & - \\ - & +\end{array}\right)$, then we get Lemma 4.

## Corollary 12:

(i) If there is an orthogonal pair of order $m$, then for each positive integer $k$ there are block Golay sequences of length $2^{2 k-1}+1$ and block size $2^{2 k-1} m$.
(ii) If there are two orthogonal pairs of order $m, n$, then for each positive integer $k$, there are block Golay sequences of length $4^{k}+1$ and block size $(m n)^{k}$.

## Proof:

(i) This follows from Theorem 10. (See proof of Theorem 6(i).)
(ii) This follows from Theorem 11. (See proof of Theorem 6(ii).)

## Theorem 13:

(i) If there is an orthogonal pair of order $m$, then for each positive integer $k$, there is an Hadamard matrix of order $4\left(r+\left(2^{2 k-1}+1\right)^{\alpha} r^{\prime}\right)\left(2^{2 k-1} m\right)^{\alpha}, r, r^{\prime}$ lengths of Golay sequences, $\alpha$ non-negative integer.
(ii) If there are two orthogonal pairs of order $m, n$, then for each positive integer $k$, there is an Hadamard matrix of order $4\left(r+\left(4^{k}+1\right)^{\alpha} r^{\prime}\right)(m n)^{k \alpha}, r, r^{\prime}$ lengths of Golay sequences, $\alpha$ non-negative integer.

## Proof:

(i) This follows from Theorem 11, Corollary 12(i) and a method similar to the remark after Theorem 9.
(ii) This follows from Theorem 10, Corollary 12(ii) and a method similar to the remark after Theorem 9.

Next we consider a non-trivial orthogonal pair of order $2 \cdot 9^{t}, t>0$.
Seberry and Whiteman [5] were the first to use a set of $s$ matrices of order $q$ to construct conference matrices. These are a set of $s(1,-1)$-matrices of order q , say, $Q_{1}, Q_{2}, \ldots, Q_{s}$ satisfying:

$$
\begin{equation*}
Q_{i}^{2}=Q_{i} Q_{j}=J, \quad i, j \in\{1,2, \ldots, s\} ; \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
Q_{i} Q_{j}^{t}=Q_{j}^{t} Q_{i}=J, \quad i \neq j ; \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{s}\left(Q_{i} Q_{i}^{t}+Q_{i}^{t} Q_{i}\right)=4 q I_{q} \tag{iii}
\end{equation*}
$$

$J$ is the matrix whose entries are all 1.
Seberry and Whiteman [5] call this set of matrices a regular $s$-set of matrices and they show that if $q \equiv 3(\bmod 4)$ is a prime power, then there exists a regular $\frac{1}{2}(q+1)$-set of matrices of order $q^{2}$.

Let $q=3$, then there exists a regular 2 -set of matrices of order 9. Recently Seberry and Zhang [4] proved that actually, there exists a regular 2 -set of matrices of order $9^{t}, t>0$.

Let $Q_{1}, Q_{2}$ be a regular 2-set of matrices of order $9^{t}, t>0$. Let

$$
P=\left(\begin{array}{ll}
Q_{1} & Q_{2} \\
Q_{2} & Q_{1}
\end{array}\right), \quad S=\left(\begin{array}{rr}
Q_{1}^{t} & -Q_{2}^{t} \\
-Q_{2}^{t} & Q_{1}^{t}
\end{array}\right)
$$

Then $(S, P)$ is an orthogonal pair of order $2 \cdot 9^{t}, t>0$.

Corollary 14: For each positive integer $t$, there is:
(i) a class of Hadamard matrices of order $4^{2}\left(r+3 r^{\prime}\right) 9^{t}, r, r^{\prime}$ lengths of Golay sequences;
(ii) a class of Hadamard matrices of order $4^{3}\left(r+17 r^{\prime}\right) 9^{4 t}, r, r^{\prime}$ lengths of Golay sequences.

## Proof:

(i) Let $k=1, \alpha=1, m=2 \cdot 9^{t}$ in Theorem $13(\mathrm{i})$.
(ii) Let $k=2, \alpha=1, m=n=2 \cdot 9^{t}$ in Theorem 13 (ii).

## Remarks

1. The existence of Hadamard matrices of order $4 \cdot 9^{t}, t>0$ is well known (see Turyn [6]). Theorem 9 and the remark after it provides Hadamard matrices of
order $4^{2}\left(r+3 r^{\prime}\right), 4^{3}\left(r+17 r^{\prime}\right), r, r^{\prime}$ lengths of Golay sequences. Nevertheless it is not possible to construct Hadamard matrices of Corollary 14 by applying other methods. This indicates that Corollary 14 is new and it is worthwhile to apply Corollary 12 to other non-trivial orthogonal pairs.
2. We have deliberately avoided introducing concepts like block $T$-sequences, block base sequences, etc.. There is a lot more to do in this direction.
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