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Abstract 

In this paper we study the average distance in weighted graphs. More 
precisely, we consider assignments of families of non-negative weights to 
the edges. The aim is to maximise (minimise, respectively) the average 
distance in the resulting weighted graph. Two variants of the problem 
are considered depending on whether the collection of weights is fixed 
or not. The main results of this paper are the NP-completeness of the 
maximising version of the problem when the collection of weights is fixed, 
and an upper bound on the mean distance for weighted multigraphs with 
prescribed edge-connectivity. 

1 Introduction 

Let us illustrate the problem this paper is dealing with by this game. Assume you are 
given an undirected connected graph with m edges and a sum of m dollars subdivided 
in m parts. Distribute all the dollars on the edges of the graph in any way you want 
(some edges may be assigned nothing). A computer chooses, randomly, a pair of 
vertices : you win the minimum amount of money along a path between the two 
vertices. So, the challenge is how to assign the initial sum to the edges in order to 
maximise the average (weighted) distance of the graph. 

The average (or mean) distance was introduced in Graph Theory by Doyle and 
Graver [3]. It has been used in chemistry as well as in architecture, and in telecom­
munication networks. 

The average distance of unweighted graphs, that is, graphs whose edges have all 
unit length, has been studied by several authors (see [1, 2, 3] for references). Some 
authors (see [1,3]) considered this parameter for weighted graphs. In [1], the authors 
gave bounds on it by restricting the study to normalized weight functions (see the 
definition below). 

In section 4, we prove that if the collection of the weights to be assigned is fixed, then 
the problem of maximising the average distance is NP-complete. In section 5, we 
prove that for ,x-edge-connected multigraphs, the mean distance is bounded above 
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by ~ m. We also prove, in section 5, that for edge-transitive graphs, assigning unit 
3). 

length to all edges maximises the mean distance. 

2 Definitions and notations 

Let G=(V,E) be a connected graph with m edges and n vertices and let f : E -+ jR+ 

be a weight function. For x and y in V, we denote by dG(x, y; 1) the minimum length 
of a path between x and y according to the valuation f. Let (J"j(G) be the sum of all 
weighted distances in G, that is 

(J"j(G) = I: dG(x, y; 1). 
{x,y}~V 

The average weighted distance of G, denoted by fL j (G), is defined to be the average 
of all weighted distances in G, that is, 

Jlj(G) 

If H, G1 and G2 are induced subgraphs of G, let 

f(H) = L f(e) and (J"j(G b G2 ) = I: dG(x, y; f). 
eEE(H) ({x,y}/xEV(GI), YEV(G2)} 

If no further restriction is imposed on f, fLj(G) can be made arbitrarily large or 
small. That is why we shall consider functions f : E -+ jR+ that satisfy 

L f(e) = m. 
eEE 

Such a weight function is called normalized. If the problem you are dealing with is 
such that the total amount of weights over all edges must be a constant C, then 
first solve the problem by considering only normalized functions and when a suitable 

function is obtained just multiply the weight of each edge by C. 
m 

A routeing R of a connected graph G of order n is a set of n(n - 1) elementary 
paths one for each ordered pair x, y of vertices. R(x, y) is the path from x to y 
in the routeing R. A network (G, R) is defined as a graph G in which a routeing 
is given. A routeing R is symmetric if, for all vertices x and y, paths R(x, y) and 
R(y, x) are the same. If each path R(x, y) of R is a shortest path, we say that we 
have a routeing of shortest paths. 

The load of an edge e in a network (G, R), denoted 'Jr(G, R, e), is the number of 
paths of R which contain e. The edge forwarding index of (G, R) is the maximum 
number of paths of R going through any edge of G 
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neG, R) = maXeEEn(G, R, e), 

and the edge forwarding index of G is 

neG) = minRn(G, R). 

A minimal routeing Ro satisfies neG, Ro) = neG). 

If f is a weight function of G, an f-routeing of G is a symmetric routeing of shortest 
paths according to f. Note that, for any f-routeing R , 

1 
o"t(G) = 2 L f(e)n(G, R, e). 

eEE 

We also define Pmax(G) (Pmin(G), respectively) to be the maximum (minimum, 
respectively) average distance of G that is Pmax (G) = max f P f (G) (Pmin (G) = 
minfPf(G), respectively), the maximum (minimum, respectively) being taken over 
all normalized weight functions f of G. 

A weight function f is called circular if there does not exist an edge e = [x, y] 
such that fee) > f(P) for some xy-path P. 

If f is the weight function that assigns 1 to all edges, we write I == 1. In this 
case, we denote de(x, y; f) by de(x, y), a/(G) by a(G), p/(G) by peG) and, if P is 
a path, I(P) by l(P) (which is the number of edges in P). 

A bijection 4> : V ~ V is an automorphism of G if there exists a bijection 
T4> : E -+ E such that e = [x, y] E E iff T(e) = [4>(x),4>(y)] E E. 
A graph is edge-transitive if for each pair e, I of edges there exists an automorphism 
4> such that T4>(e) = f. In this case 4> is called an el-automorphism. 

3 Complexity of determining optimal weight func­
tions 

The problem turns out to be easy for trees for both maximising and minimising ver­
sion. Indeed, by noting that a tree T has a unique routeing Ro in which every edge 
e = [x, y] has load 2nl(e)n2(e), where nl(e) (n2(e), respectively) is the number of 
vertices in the connected component of T - {e} containing x (y, respectively), it can 
easily be seen that for any weight function I of T, a/ (T) = L nl (e )n2 (e) I (e). 

eEE(T) 
Therefore, the minimum (maximum, respectively) can be obtained by moving all 
the weight onto an edge eo such that nl(e)n2(e) is minimum (maximum, respec­
tively). Let g(o:) = o:(n - 0:), for 0:, 1 ::; Q: ::; n - 1. Then, for every edge in T, 
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minag(o;) :::; ~7r(T, Ro, e) :::; maxag(o;) (*). As g increases up to a = ~ and then 

decreases, the minimum in the left hand side of (*) is obtained for a = 1 . Moreover 
the load 2(n - 1) is attained by every pending edge, that is an edge with a leaf as 
one of its end points. 

The upper bound l ~ J r ~ 1 deduced from (*) is attained by a middle edge in a 

path, but it is not attained in every tree. However, determining an edge of T of 
maximum load can be done in polynomial time, since determining the connected 
component containing a given vertex can be done in linear time. 

If G is a connected graph and not a tree, fLmin (G) = 0 and determining a minimum 
weight function is still polynomial. Indeed, as mentioned in [1], consider a spaning 
tree T of G, assign all edges of T a zero weight and distribute all the weights on 
the other edges in any way you want. The resulting function f is such that fL f (G) = O. 

4 Complexity of the problem when the collection 
of weights is fixed 

First, we notice that the problem is still polynomial for trees since one has just to 
calculate the load 7r(T, Ha, e) for each edge e in the unique rout'eing no of T, and 
sort the edges (weights, respectively) according to their loads (values, respectively). 
If the aim is to maximise (minimise, respectively) the average distance, then assign 
the weights in such a way that the higher the load of an edge is, the higher (lower, 
respectively) its weight is. 

Now, we prove that if the aim is to maximise the mean distance, the problem is NP­
complete in general, by proving a reduction from the problem PARTITION defined 
below. 

Remark 4.1 : If G is the complete graph K a , then for any weight function f : E -+ 
C with at most (0;-2) non-zero weights we have af(G) = 0, as the edge-connectivity 
of Ka equals (0; - 1). It follows that if you consider a collection with at most n non­
zero weights to assign to the edges of the graph in Figure 1 where Pi, i = 1,2 is a 
path of length n, and Gi , i = 1,2 is a complete graph Ka with 0; » n, then in the 
calculation of the mean distance, there is no need to know the assignment of weights 
of the edges of G1 and G').. 

Problem 4.2 : n. 
Instance: A connected graph G, a collection C of lEI non-negative weights and a 
positive real k. 
Question: Does there exist an assignment f : E -+ C such that (J f (G) 2:: k ? 
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Figure 1: 

Let us recall the problem PARTITION. 

Problem 4.3 : PARTITION. 
Instance: A set A = {aI, a2, ... , an} of n elements and a size s(ai) E Z+ for 
each i, 1 SiS n. 
Question : Is there a subset A' c A such that 

L s(a) L s(a)? 
a E A' a E A-A' 

Theorem 4.4 : IT is NP-complete. 

Proof: 

First it is easy to see that IT is in NP since given an assignment f of the lEI non­
negative weights to the edges of the graph one can find the value of OJ (G) in poly­
nomial time using Floyd's algorithm, for example. Now, let I be an instance of 
PARTITION and B = L s(a) . Consider the following instance J of IT : 

aEA 

1. The graph of J is obtained by joining two complete graphs G I and G2 each of 
order 0: = 2Bn by two paths PI and P2 each of length n connecting a vertex u 
of G I and a vertex v of G2 . The paths PI and P2 are internally vertex-disjoint 
(see figure 1). 

... , 

B 
3. k = 0:

2

2 + (n - l)Bo:. 

s{an ) , 0 , 0, ... , o} . 

-----------­{n+Q(Q-l)} 0' s 

By means of remark 4.1, there is no need to encode the vertices of GI and G2• 

Therefore, the size of J is is the sum of the following quantities: 
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• 0 (n log n) to encode the graph. 

• 0 (n log B) to encode the collection C. 

• O(log(n2 B 3
)) to encode k. 

The latter sum is bounded by a polynomial in n log B which is the order of the size 
of I. 

Now, we have to prove that I is a yes-instance of PARTITION if and only if .J is a 
yes-instance of II. 
Suppose there exists I C {I, 2, ... ,n} such that 

L s(ai) = L s(ai). 
iEI iEl 

Assign the weights s(ai) for i E I to any III edges of PI, the weights s(ai) for i E I to 
any III edges of P2 , and a zero weight to all other edges. Let f be the corresponding 

weight function. We have f(Pr) = f(P2) = ~ and OJ(G1, G2) = Q?~. 
Furthermore, let W be the cycle induced by the vertices of V(P1) U V(P2), and let 
H be the subgraph induced by the vertices of V(G I ) U V(G2). Let us set 

V(G1) = {UI,U2, ... ,Ua}, V(G2) = {Vl,V2, ... ,Va}, 

V(Pt} = {u, Xl, X2, .. . ,Xn-l, V} and V(P2) = {u, Yl, Y2,' .. , Yn-I, v}. 

We have for any i, 1:S i :S n - 1 and any j, 1:S j :S a, 

As, 
i=n-l j=a i=n-I j=a 

(Jf(W,H)= L L(Jf(Xi,{Uj,Vj})+ L L(Jf(Yi,{Uj,Vj}), 
i=l j=l i=1 j=l 

we have 

(Jf(W, H) = (n - l}Ba. (1) 

Therefore, (Jf(G) ~ k. 

Conversely, suppose that there exists a weight function f : E -+ C such that 
(Jf(G) ~ k. 
Using remark 4.1, if an s(ai) is assigned to an edge of G1 or G2 then, by exchanging 
this s(ai) and the zero weight of an edge of W, we still have a weight function such 
that (Jf(G) 2:: k. Therefore, we can consider a weight function f : E -t C such 
that a f (G) 2:: k and all the s( ai) 's are assigned to edges of W. It follows that 
f(W) = f(Pd + f(P2) = B and we have 
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(W { }) 
(2n - 2) (2n - 3) B 0', - u,v::; 2 2 . 

On the other hand, we have for any i, 1 ::; i ::; n - 1 and any j, 1 ::; j ::; a, 

O',(Xi, {Uj,Vj}) ::; f(Pd and O',(Yi,{Uj,Vj})::; f(P2 ) 

and then, as in (1), we obtain 

O',(W,H) ::; (n -l)Ba. 

We can assume w.l.o.g that f(Pd ::; f(P2 ). Then 

O',(G I , G2 ) = a 2 f(P1). 

The inequalities 2, 3 and 4 together yield 

3 
O'f(G) ::; a2 f(Pd + (n -l)Ba + (n - l)(n - 2)B. 

Now, as O'f(G) ~ k, we deduce that 

2 B ) (3 a (2" - f (PI ) ::; (n - 1) n - 2) B . 

(2) 

(3) 

(4) 

(5) 

We can assume B -; 0, since otherwise I is obviously a yes-instance of PARTITION. 
Then, as a = 2Bn, we get 

o < B _ f(P) < (n - l)(n - ~)B < 1/4 
- 2 1 - a2 ' 

which means that f(P1) = ~ because all the s(ai)'s are non-negative integers. There­

fore, if I is the subset of subscripts i such that s(ai) is assigned to an edge of PI, we 

have L s(ai) = ~2 and then, I is a yes-instance of PARTITION. 0 
iEI 

Remark 4.5 : Let A = {all a2, ... ,a3,d be an instance of 3-PARTITION. Then, 
using similar arguments and the graph in figure 2 obtained by joining two complete 
graphs of sufficiently large order by A paths each of length 3, we can also prove 
a transformation of n from 3-PARTITION. Thus, n is NP-complete in the strong 
sense. 
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Figure 2: 

5 General bounds for f-Lmax 

In the rest of the paper an optimal weight function means a normalized weight 
function f : E -+ lR.+ such that P t (G) = Pmax ( G). 

In [1], the authors proved the following results: 

Proposition 5.1 [1] " If f is an optimal weight function, then f is circular. 

Theorem 5.2 [1] : If G is a graph with n vertices, m edges, edge-connectivity A and 
a weight function f, then Pt(G) ::; min{A, B} where 

A - m [n2 - 11 d B _ m {I 2m} 2m· 
- n(n - 1) -2 - an - -:x - n(n - 1) + n(n - 1) . 

As mentioned in [1], the previous bounds are best possible when ,\ = 1. In fact, for 
,\ ;;::: 2, A can be omitted. Indeed, if we write 

B - m {I 2m 2'\} 
- T - n(n -1) + n(n - 1) 

then, since A ;;::: m/2, we see that B ::; A. 

We give a better bound than B for ,\-edge-connected multigraphs with ,\ ~ 2 and 
n2 n 

m::; -6-+(,\-1). 

We denote by Nc(z) the neighborhood of the vertex z, that is, Nc(z) = {x E 
V(G)/[x, z] E E(G)}. 

Let G = (V, E) be a multigraph. For any pair of vertices x, y, we denote by 
'\(x, y; G) the maximum number of edge-disjoint paths joining x and y. Then 
'\(G) = min{{x,y}~V}'\(x, y; G). 
For any pair of edges h = [x, z] and k = [z, y] in E, let us denote by Ghk = (V, E') 
the mUltigraph which arises from G by deletion of hand k and addition of exactly 
one edge [x, y]. The graph Ghk is called a lifting of G at the vertex z. 

In [4], Mader proved the following result : 
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Theorem 5.3 [4]: At each non-separating vertex z of degree da(z) at least 4 and 
INa(z)1 at least 2 in a multigraph G, there are edges hand k such that for every pair 
of vertices {x, y} ~ V - {z}, )..(x, y; Ghk

) = )..{x, y; G). 

Let us call such a lifting an admissible lifting. 

We define an r-lifting to be an admissible lifting in z or, if INa(z)1 = 1, the removing 
of z. In the latter case, it is obvious that G - z has the same edge-connectivity as G. 

Proposition 5.4 : In any 2-edge-connected multigraph, at any vertex z of even 
degree there exists an r-lijting. 

Proof: 

Consider first the case where z is non-separating. If z is a non-separating vertex of 
degree at least 4, and INa(z)1 is at least 2, there exists an admissible lifting at z [4]. 
In the case where da{z) is 2, the existence of such a lifting is obvious. If INa(z) I = 1, 
we remove the vertex z. 

Now, let us consider the case where z is a separating vertex. Let C and G' be two 
components of G - z. As the edge connectivity is at least 2, there are at least two 
paths [ab z, a~], and [a2, z, a~] with aI, a2 in C, and a~, a~ in C' (see figure 3). 

C C' 

Figure 3: 

We prove that Ghk , where h = [aI, z] and k = [z, a~] is an admissible lifting at z. Let 
c, c' be two vertices of V-{z} and)" = )..(c, c'; G). Consider a set P of ).. edge-disjoint 
paths in G between e and e'. 

Case 1 : e E G and c' E C'. Let J-LI, •.. , J-L). be the subpaths of the paths of P between 
c and z, and J-Ll', ... , J-L>.' the ones between z and e'. 

If neither of the edges [aI, z], [z, a~] belongs to any of the paths then the lifting at z 
leaves the paths unchanged. So suppose first that edges [aI, z] and [z, a~] are both 
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in these paths. W.l.o.g, we can suppose that [aI, z) and [z, a~] are edges of ILl and 
IL~ respectively. After performing the lifting, we still have ,.\ edge-disjoint paths in 
Ghk between c and c'. Indeed, the subpath [aI, z, a~] of the path consisting of ILl and 
IL~ is replaced by the edge [aI, a~]. The other paths are the same as the ones before 
lifting. 

Now suppose that only one of the two edges is in a path of P, say [aI, z] is in ILl. In 
C' there is a path P[a~, x] connecting a~ and the family (J.L~k If k is the subscript 
such that x belongs to ILk' and P' is the subpath of ILk' between x and c', we consider 
the path (J.LI [aI, zJ) U [ah a~] U P[a~, xl uP' instead of J.Ll U ILk'. We get again ,.\ 
edge-disjoint paths between c and c'. 

Case 2 : c and c' are both in C (or Cf). Then only the edge [aI, z] of the lifting can 
be in a path, say P, of P. In this case, we can suppose w.l.o.g that P consists of a 
subpath Po connecting c and aI, the edge [aI, z] and a subpath PI between z and c' 
with all internal vertices in C. As"\ ~ 2, there exists a path P' between a~ and z 
with all internal vertices in C'. Then, in P, we replace P by Po U [aI, a~] U P' U Pl. 

Case 3 : c is in C and c' is in a component other than C and C' (if such a component 
exists). Then at most one of the edges [aI, z], [z, a~], say [aI, z], is in a path, say 
P, of P. As in the previous case, the path P can be replaced by a path containing 
[aI, a~J and neither [aI, z] nor [z, a~]. 0 

We remark that after repeated liftings at vertex z (until no more lifting is possible), 
vertex z is no longer a separating vertex. 

Corollary 5.5 : Let >. ~ 2 be an integer. Let G be a >.-edge-connected multigraph of 
order n. If there exists a vertex z of even degree 2k in G, then there exists a sequence 
of at most k lijtings in z which reduces G to a ,.\-edge-connected graph Gz with vertex 
set V(G) - {z}. 

Proof: 

We apply the last proposition, and, if necessary, we iterate until either INc(z)1 = 1 
and in that case we remove z, or we iterate until z is an isolated vertex. 0 

Now, using the liftings, we can get a new upper bound of (Jmax in the class of >.-edge­
connected multigraphs. 

Theorem 5.6 : Let>. 2: 2 be an integer. If G is a ,.\-edge-connected multigraph of 
order n ~ 3 and of size m, then 

(G) < 2mn(n -1) 
(Jmax - 3"\ 2 . 

Proof: 

The proof is by induction on n. 
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Let f be a weight function on G such that the mean distance is a maximum; so f is 
circular and any two edges with the same ends have the same weight. 
We can reduce to the case of minimally A-edge-connected graphs. Indeed, consider a 
minimally A-edge-connected graph H deduced from G. If for any normalized weight 

2IE(H)1 n(n - 1) 
function 9 on H, we have 0" 9 (H) ::; 3A . 2 ' we would have 

0" (G) < 0" (H) < 2If(H)I.n(n-l) < 2m.n(n -1). 
f - f/E(H) - 3A 2 - 3A 2 

If n = 3, the graph G is either isomorphic to a path with multiple edges which we 
denote by G I , or isomorphic to a triangle with multiple edges which we denote by 
G2 • 

Case G = G I . 

As G is minimal, it consists of A parallel paths. We have 0" f (G) = 2 7 which is the 

upper bound in the theorem for n = 3. 

Case G = G2• 

The graph has PI edges [a, b] of weight a, P2 edges [b, c] of weight /3, and P3 edges 
(a, c] of weight 'Y. We can suppose PI ::; P2 ::; P3. 
Necessarily, as G is A-edge-connected, for each i =1= j, Pi + Pj ;::: A (the minimum 
degree of the graph is at least A). Note that 0" f (G) = a + {3 + '"Y since f is circular. 

As G is minimal, one can verify that P3 = P2 = A - Pl. So m = PIa + (A­
pd(O"f(G) - a), which yields 

Since f is circular a ::; m/ A, and then 

so we get O'f(G) ::; 2m/)... 

Consider now a graph G of order n ;::: 4. 
We can reduce to the case that G is eulerian. If G is not such a graph, we double 
each edge e of G into e and e', and we obtain an eulerian multigraph G'. If G is 
A-edge-connected, then G' is 2A-edge-connected. Let 9 be any weight function on G. 
If the weight of e is 9 ( e ), we keep the same weight 9 ( e) on e and e' in G'. Let h be 
the corresponding weight function on G'. We have 0" 9 (G) = O"h (G'). It follows that 
O"max(G) ::; O"max(G'). 
Conversely, let h be any weight function on G' such that O"h (G') = 0' max ( G'). This 
maximality implies that edges of G' with same ends have the same weight. This 
distribution induces, then, a distribution 9 on G. Therefore, O"max(G') ::; O"max(G). 
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So, we get omax(G) = omax(G'). As l~i~?1 = l~i~:?I, then G satisfies the theorem 

if and only if G' does. 

For a vertex x, we set O"f(x; G) = L dG(x, y; f). Let us choose a vertex Z such 
YEV(G) 

that of(z; G) is a minimum. We have 

so of(z; G) ::; 20"f(G). 
n 

1 
O"j(G) = 2(2: O"f(x; G) + O"j(z; G)), 

x#z 

Now consider the graph Gz defined in corollary 5.5 and the weight function 9 on Gz 

defined by g(e) = f(e) if e E E(G) and g(e) = f(et) + f(e2) if e fj. E(G) where el, 
e2 are the two edges of G replaced by e in G z. We apply the induction hypothesis 
to the graph G z. We deduce that 

(
G ) < 2m (n - l)(n - 2) 

O"g z - 3>' 2 . 

On the other hand, o"j( G) :::; 0" j(z; G) + Og( G z ), so 

n - 2 (G) < 2m (n - 1)( n - 2) 
n Of - 3>' 2 ' 

., 2mn(n-1) 
whIch YIelds Of (G) ~ 3I 2 . 0 

Remark 5.7 : There exist simple >.-edge-connected graphs G such that f.Lmax(G) ~ 

~. Let >. 2:: 2 be an integer. Let G be the graph of order n 2: >.2 obtained 

by considering three complete graphs HI, H2 and H3 of order r(n - >. + 1)/21, 
L(n - >. + 1)/2J and>' - 1 respectively, and by adding the edge [a, b] and all edges 
Sa = ([a, x], x E V(H3)} and Sb = ([b, x], x E V(H3 )}, where a (b, respectively) 
is any fixed vertex of HI (H2 , respectively). Consider the distribution fo defined by 

fo(e) = ~ if e is in Sa U {[a, b]}, and fo(e) = 0 otherwise. Then 

"" d( ./) m(n->.+1)2 m(n->.+l)(>.-l) 
L..J x, Y, JO > - + \" . 

{x,Y}EV(G) - >. 4 1\ 2 

m(n->.+l)(n+>.-l) m 2 
So, O"fo(G) 2:: 2>' 2 ' and f.Lfo(G) 2:: 2>' as n 2:: >. . 

Proposition 5.8 : For any connected graph G of order n and size m, 

m7r(G) 
f.Lmax(G) ~ n(n - 1)' 

where 7r(G) is the minimum taken over all routeings R of G of maXeEE7r(G, R, e). 
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Proof: 

Let R be a minimal routeing of G. For any weight function f of G we have, for any 
pair x, y of vertices, dG(x, Yj 1) ::; f(R(x, y)). On the other hand, 

L f(R(x,y)) 
{x,y}~V 

1 1 = "2 L f(e)7r(G, R, e) ::; "2 m7r(G). 
eEE 

Therefore, 
1 L dG(x, Yj 1) < "2 m7r(G) , 

{x,y}~V 

m7r(G) 
and then Pmax(G) < ). 0 - n(n - 1 

Corollary 5.9 : Let G be a connected graph. If there exists a routeing of shortest 
paths that induces the same load on all edges, then the weight junction f == 1 that 
assigns 1 to all edges is optimal. 

Proof: 

Let R be a routeing satisfying the hypothesis. Then, R is minimal. Indeed, for every 
rou teing R' of G, 

L l(R'(x, y» ~ L dG(x, y), 
{x,y}~V {x,y}~V 

with L I(R'(x, y» :::; ~m7r(G, R'), and as the load is uniform, 
{x,y}~V 

1 L da(x, y) = 2m7r(G, R). 
{x,y}~V 

This yields 7r(G, R') ~ 7r(G, R) and then 7r(G) = 7r(G, R). 
To complete the proof just notice that 

p(G) = -( 1) L da(x, y) = 77r~i) 
n {x,y}~V n n 
2 

and use proposition 5.8. 0 

The converse of corollary 5.9 is false as can be seen for the graph K 2,3. In [1], it is 
proved that f == 1 is optimal on complete bipartite graphs. Suppose that a complete 
bipartite graph G = Ka,b has a routeing satisfying the hypothesis of corollary 5.9. 
Then, 

L dG(x, y) = ~m7r(G), with L dG(x, y) = ab + a(a - 1) + b(b - 1), 
{x,y}~V {x,y}~V 
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and m = abo Since 7r(G) E N*, we must have that ab divides 2ab+2a(a-1)+2b(b-1), 
which is not true for a = 2 and b = 3. 

Proposition 5.10 .' If G is an edge-transitive graph then the weight function f == 1 
is optimal, that is, J-lf(G) = J-lmax(G). 

Proof: 

If 9 is a weight function, we set D.g = maxeEEg( e) - mineEEg( e) and denote by Ig 
the set of pairs i, j such that Ig( ei) - g( ej) I = D.g. Let F be the set of optimal weight 
functions 9 such that D.g is minimum. 
Take 9 E F and such that IIgl is a minimum and let el, e2, ... ,em be an arrangement 
of the edges of G which satisfies g(el) :::; g(e2) ~ ... :::; g(em ). 

Let cp be an e1em-automorphism of G and let 7 be the induced permutation on the 
edges. Note that 7(e1) = em. Consider the weight function 9 0 7-1 defined by 
go 7-

1 (ei) = g( 7-
1 (ei)) for all i. Then, go 7-

1 is also optimal. Indeed, for every pair 
x, y of vertices : 

da(x, y; go 7-1) = da(cp-l(X), cp-1(y); g). 

As c/J is a permutation, 

I: da(X,y;go7-1) = I: da (cp-1(X),c/J- 1(y);g) = I: da(u,v;g). 
{x,y}CV {x,y}cV {u,v}CV 

Therefore, 0' 90 1'-1 (G) = 0'9 ( G). 

N ow consider the weight function h defined by 

h( .) - g(ei) +go7-1(ei) c 11' el - 2 lor a 1" 1 :::; i :::; m. 

We prove that h is optimal. Let R be an h-routeing of G and let li = ~1r(G, R, ei) 
for all i, 1:::; i :::; m. Then : 

i=m 
O'g(G) ~ I: g(R(x, y)) = I: lig(ei) (6) 

{x,y}CV i=l 

and 

i=m 
O'g(G) = O'gor-1(G) ~ I: g07- 1(R(x,y)) = L lig o7- 1(ei)' (7) 

{x,y}CV i=l 

By taking the average of inequalities 6 and 7, we have 

i=m 

O'g(G) :::; I: lih(ei) = O'h(G). 
i=l 

Therefore, h is optimal. Furthermore, h E F. Now we prove that h ~ Ig • Let 
{i,j} E h. We have 
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and therefore Ig(ej) - g(ei)1 = ~g and Ig 0 r- 1(ej) - 9 0 r-1(ei)1 = 6:.. g , which means 
that {i, j} E 19. 
Now suppose ~g =1= 0 and consider the pair {I, m}. It satisfies 

Ih(e ) _ h(e )1 = Ig(em } - go r-
1(edl < ~g < ~ 

m 1 2 - 2 go 

This contradicts the choice of g. Therefore ~g = 0 and 9 == 1. 0 

The weight function f == 1 is optimal on the families of hypercubes and cycles. 
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