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Abstract 

Let K(r, s, t) denote the complete tripartite graph with partite sets of 
size r, s, and t, where r ~ s ~ t. Necessary and sufficient conditions are 
given for decomposability of K(r, s, t) into 5-cycles whenever (i) r = s, 
(ii) s = t, and (iii) both rand s are divisible by 10. This extends work 
done in 1995 by Mahmoodian and Mirzakhani. 

1 Introduction 

A graph with vertex set V is said to be a complete n-partite graph if V may be 
partitioned into n disjoint non-empty sets VI, V2 , ... , Vn (called partite sets) such 
that there exists exactly one edge between vertices from different partite sets, and 
no other edges. If IViI = ai for 1 ~ i ~ n, this graph is denoted by K(al' a2, .. ·, an). 
A k-cycle, with kedges XiXi+1, 1 ~ i ~ k - 1 and XkXl, on k distinct vertices Xi, 

1 ~ i ~ k, is denoted by (Xl, X2, ... , Xk) or (Xl, Xk, Xk-l, ... ,X3, X2) or any cyclic shift 
of these. 

The problem of finding necessary and sufficient conditions to decompose complete 
n-partite graphs into k-cycles has been considered for many values of nand k. The 
case n = 2 was completely solved by Sotteau ([7]). Clearly the case n = 2 forces the 
cycle length to be even; n = 3 is the smallest value which permits odd cycle length. 

It has been shown that a complete n-partite graph with each partite set of size 
k decomposes into k-cycles if and only if both nand k are odd [4J. Necessary 
and sufficient conditions to decompose the same graph into hamiltonian cycles are 
given in [5J. In the case of complete tripartite graphs, Cavenagh [2J showed that 
K(m, m, m) can be decomposed into k-cycles if and only if k ~ 3m and k divides 3m2 . 

Billington [1 J gave necessary and sufficient conditions for existence of a decomposition 
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of any complete tripartite graph into specified numbers of 3-cycles and 4-cycles; the 
techniques used in that paper are extended and applied here. 

The problem of decomposing complete tripartite graphs into 5-cycles was first 
considered by Mahmoodian and Mirzakhani [6]. We extend the results found in 
[6] giving necessary and sufficient conditions for the decomposition of the complete 
tripartite graph K(r, s, t) into 5-cycles for the cases when: 

• two partite sets have the same size (Section 5); or 

• both rand s are divisible by 10 (Section 6). 

To solve these cases, in Section 3 we develop a new way of representing complete 
tripartite graphs. This representation allows us to monitor trades of sets of triangles 
and other edges with 5-cycles. In Section 4 we classify these trades into various 
types, which are then used in Sections 5 and 6 to give the required decompositions. 

2 Necessary conditions 

Here we give some necessary conditions for the decomposition of K(r, s, t) into 5-
cycles, and develop some theorems for later use. The following result is from Mah
moodian and Mirzakhani [6]. 

THEOREM 2.1 If the complete tripartite graph K(r, s, t) (where r S; s ~ t) can 
be decomposed into 5-cycles, then the following conditions are satisfied: 

(i) r, s, and t are either all even or all odd; 

(ii) 51(rs+rt+st); 

(iii) t ~ 4rs/(r + s). 

Proof 
Condition (i) arises from the fact that the degree of each vertex must be even for a 
decomposition to exist. Condition (ii) simply states that the number of edges must 
be divisible by five. To prove (iii), first observe that each 5-cycle must use at least 
one edge between any two partite sets, in particular the partite sets of smallest sizes 
rand s. Therefore rs, the number of edges between the two smallest partite sets, 
must be greater than or equal to the total number of 5-cycles, (rs + st + rt)/5. The 
result follows. I 

COROLLARY 2.2 If the complete tripartite graph K(r, s, t) (with r ~ s ~ t) can 
be decomposed into 5-cycles, then t ~ 3r) s ~ 3r) and t ~ 2s. 

Proof 
From condition (iii) in the previous theorem we have that s ~ t ~ 4rs/(r+s), so that 
(r + s) ~ 4r, from which we have s ~ 3r. Therefore t ~ 4rs/(r + s) ~ 4rs/(4s/3) = 
3r. Also, t ~ 4rs/(r + s) ~ 4rs/(2r) = 2s. I 
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COROLLARY 2.3 If the complete tripartite graph K(r, s, t) (with r :S s :S t) can 
be decomposed into 5-cycles, then at least two of the three partite sets have sizes which 
are congruent modulo 5. 

Proof 
Let r == r' (mod 5), s == s' (mod 5) and t == t' (mod 5), where 0 :S r', s', t' :S 4. Then 
the triple (r', s', t') must belong to the following list: 

(0,0,0), (0,0,1), (0,0,2), (0,0,3), (0,0,4), 
(0,1,0), (0,2,0), (0,3,0), (0,4,0), (1,0,0), 
(2,0,0), (3,0,0), (4,0,0), (1,1,2), (1,2,1), 
(2,1,1), (1,3,3), (3,1,3), (3,3,1), (2,2,4), 
(2,4,2), (4,2,2), (3,4,4), (4,3,4), (4,4,3). 

This follows from the fact that rs + rt + st is divisible by 5; it is straightforward to 
check that these are all the possible cases. • 

The following theorem is the main result from Mahmoodian and Mirzakhani's 
paper [6J. 

THEOREM 2.4 Let K(r, s, t) be a complete tripartite graph such that r = s :S t 
or r :S stand the conditions of Theorem 2.1 are satisfied. Then K(r, s, t) has a 
decomposition into 5-cycles except possibly when two partite sets have order divisible 
by 5, but the third partite set does not. 

The following lemma is an extension of Lemma 5.2 in Mahmoodian and Mirza
khani's paper [6]. In this lemma we relax the constraint r :S s :S t. 

LEMMA 2.5 The complete tripartite graph K(r1 + r2 + ... + rn, S1 + S2 + ... + 
Sn, t1 + t2 + ... + tn) may be decomposed into copies of the graphs K(ri, Sj, tk), for 
1 :S i, j, k :S n. 

Proof 
Let r1 + r2 + ... + rn = r, S1 + S2 + ... + Sn s, and t1 + t2 + ... + tn = t. Label 
the vertices of the graph K(r, s, t) as follows. 

{1a,2a, ... ,ra} U {1 b,2b , ••• ,Sb} U {1 e,2e, ... ,tel. 

Let L be any latin square of order n. For each entry k in row i and column j of L 
we place a copy of the graph K(ri, Sj, tk) on the vertices 

{xa I rl + r2 + ... + ri-l + 1 :S x :S r1 + r2 + ... + ri} 

U{Yb I S1 + S2 + '" + Sj-1 + 1 :S y :S 81 + S2 + ... + Sj} 

U{Ze I tl + t2 + '" + tk-l + 1 :S z :S t1 + t2 + ... + tk}. 

From the properties of a latin square, this gives a decomposition of K(r, s, t) into 
graphs K(ri, Sj, tk)' for 1 :S i, j, k :S n. • 
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COROLLARY 2.6 If the graphs K(ri' Sj, tk), admit a decomposition into 5-cycles 
for 1 :::; i,j, k :::; n, then the graph K(r1 +r2+" '+rn, Sl +S2+" '+sn, t1 +t2+·· ·+tn) 
admits a decomposition into 5-cycles. 

The following corollary follows from Lemma 2.5, with r1 = r2 = ... 
s} = S2 = ., . = Sn = s, and h = t2 = '" = tn t. 

rn = r, 

COROLLARY 2.7 The complete tripartite graph K(nr, ns, nt), where n is any 
positive integer, can be decomposed into copies of the complete tripartite graph 
K(r, s, t). 

COROLLARY 2.8 If K(r, s, t) can be decomposed into 5-cycles, then K(nr, ns, nt), 
where n is any positive integer, also admits a decomposition into 5-cycles. 

3 Latin representations 

We now develop a new way of representing a complete tripartite graph which in fact 
extends the idea of a latin square. This representation will be an important tool for 
constructing decompositions of complete tripartite graphs. 

DEFINITION 3.9 Consider a rectangular array of integers of order r x s with 
entries from the set T = {I, 2, ... , t}. If each entry appears at most once in each row 
and at most once in each column, we call such an array a latin rectangle of order 
r x s based on t elements. 

It is well-known that a latin square of order m is equivalent to a decomposition 
of the complete tripartite graph K(m, m, m) into triangles. An interesting extension 
of this result is the following lemma. 

LEMMA 3.10 Let r, s, and t be integers such that r :::; s ::; t. A latin rectangle 
of order r x s based on t elements is equivalent to the existence of r sedge-disjoint 
triangles sitting inside the complete tripartite graph K (r, s, t). 

Proof 
First, label the vertices of K(r, s, t) as follows: 

{la,2a, ... ,ra} U {Ib,2b, ... ,Sb} U {le,2e, ... ,te}. 

Then take a latin rectangle of order r x s based on t elements, with rows labelled 
from 1 to r and columns labelled from 1 to s. For each entry k in row i and column 
j we take a 3-cycle (ia, jb, ke) in our tripartite graph. This can be seen more clearly 
in Figure 3.1. 

Since no entry appears more than once in any row or column of a latin rectangle, 
the set of all such 3-cycles is edge-disjoint. I 

So an r x s latin rectangle based on t elements can be thought of as a representation 
of rs triangles in the complete partite graph K(r, s, t). Of course not all edges of 
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s 

j 

k 

Entry in latin rectangle Triangle in K(r, s, t) 

Figure 3.1 

K(r, s, t) are represented in these rs triangles (unless r = s = t). However we can in 
fact add extra entries to the ends of rows and columns of a latin rectangle so that 
every edge in K(r, s, t) is represented. 

DEFINITION 3.11 Let r, s, and t be integers such that r :S s :S t. A latin 
representation of the complete tripartite graph K(r, s, t) is a latin rectangle of order 
r x s based on t elements, together with a set of t - s entries at the end of each row 
and a set of t - r entries at the bottom of every column so that each entry from the 
set T = {1, 2, ... , t} occurs once in each row and once in each column. 

So to construct a latin representation of the complete tripartite graph K(r, s, t) 
we first take a latin rectangle of order r x s based on t elements. We then adjoin to 
the end of each row any elements from the set T not already used in that row (in 
any order). Finally, to the bottom of each column we adjoin any entries from the set 
T not already used in that column. 

Each entry at the end of a row represents a single edge from the partite set of size 
r to the partite set of size t. For example, the entry k at the end of row i represents 
the edge {ia, kc}. Similarly, each entry from the bottom of a column represents a 
single edge from the partite set of size s to the partite set of size t. Thus the entry k 
at the bottom of column j represents the edge {jb, kc}. So a latin representation of 
K(r, s, t) is in fact equivalent to a decomposition of K(r, s, t) into rs triangles and 
r(t - s) + s(t r) single edges. 

EXAMPLE 3.12 Figure 3.2 is a latin representation of the graph K(5, 5, 7). We 
may think of this as a decomposition of K(5, 5, 7) into 25 triangles and 20 further 
edges. For clarification we always use a double line to separate entries within the 
latin rectangle from entries outside the latin rectangle. Moreover, we stress that 
each entry inside the latin rectangle represents a triangle (three edges), whereas each 
entry outside the latin rectangle represents a single edge. 
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1 2 3 4 5 67 
2 3 6 7 4 1 5 
3 5 7 6 2 1 4 
4 6 1 3 7 2 5 
5 7 2 4 1 36 

6 1 4 1 3 
7 4 5 5 6 

Figure 3.2 

Certain kinds of latin representations will prove invaluable in finding decomposi
tions of the complete tripartite graph K(r, s, t) into 5-cycles. Our idea is to trade sets 
of triangles and other edges in K(r, s, i) with 5-cycles, using our latin representation 
to keep a record of such exchanges, until all edges of K(r, s, i) are used. This is a 
slight variation on the normal idea of a trade (see [8] for instance), so for the purpose 
of this paper we make the following definition. 

DEFINITION 3.13 Lei M be a latin representation of the complete tripartite 
graph K(r, s, t). A trade is a set of entries in 1\1, corresponding to a set of tri
angles and edges in K(r, s, t) which can be decomposed into 5-cycles. 

EXAMPLE 3.14 Consider the latin representation ofthe complete tripartite graph 
K(5, 5, 7) given in Example 3.12. In Figure 3.3 six entries of this latin representation 
are in bold. 

1 2 3 4 5 67 
2 3 6 7 4 1 5 
3 5 7 6 2 1 4 
4 6 1 3 7 25 
5 7 2 4 1 36 

6 1 4 1 3 
7 4 5 5 6 

Figure 3.3 

These six entries correspond to the two triangles and four edges, shown on the left 
of Figure 3.4, the edges of which decompose into two 5-cycles, shown on the right of 
Figure 3.4. Thus these six entries in fact form what we refer to in this paper as a 
trade. 
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4 Classification of 5-cycle trades 

In this section we find and classify a range of trades that we need subsequently. 
Consider a latin representation M (containing a latin rectangle L) of a complete 

tripartite graph K(r, s, t). Recall that a trade is a set of entries in M, corresponding 
to edges in K(r, s, t) which are decomposable into 5-cycles. We shall use two types 
of trades. In the first type, entries from both inside and outside our latin rectangle L 
are used. In this type of trade we are exchanging a set of triangles and a set of edges 
with a set of 5-cycles. In the second type, no entries from outside the latin rectangle 
are used. In this case we are trading a set of triangles with a set of 5-cycles. 

We define a relabelling of the entries of a trade to be a bijection 4> from the set 
of entries T = {I, 2, ... , t} onto itself. Thus every occurrence of i E T in the trade 
is replaced by 4>( i). The relabelling of the entries in a trade does not change the 
structure of the corresponding set of edges in K(r, s, t), and we can still decompose 
these edges into 5-cycles. So for every trade listed here, any relabelling of entries is 
permissible. In some trades we describe, rows and columns appear adjacent; note 
that this may not be the case in the latin representation. We define the transpose 
of a trade to be the new trade formed by exchanging rows with columns. Where we 
refer to a particular trade type, we may sometimes mean the transpose we do not 
always distinguish between them. 

4.1 Trade type 1 

A trade of type 1 always uses twice as many entries from outside the latin rectangle 
L (in our latin representation M) as inside L. Trades of type 1 involve exchanges of 
triangles and extra edges with 5-cycles; see for example Figure 3.4. In Figure 4.1 we 
give all trades of type 1, showing how entries in a latin representation correspond to 
edges in a complete tripartite graph which in turn may be decomposed into 5-cycles. 
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Trade Entries used in latin Exchange of edges in complete 
type representation tripartite graphs with 5-cycles 

k l 

IA ;1 1 
1 II ; ~I (ia, kb' Ie), (ja, Ib' Ie), (ia, 2e,ja, 3e) 

{=::} (ia, kb' Ie, ja, 2e), (ia, Ie, Ib' ja, 3e) 

k l itp IB 
j 1 (ia, kb, Ie), (ja, Ib' Ie), (ia, 2e, Ib, 3e) 

2 {=::} (ia, kb' Ie, Ib' 2e), (ia, Ie, ja, lb, 3c) 

3 

k 

10 i [illJ] (ia, kb' Ie), (ja, kb' 2e), (ia, 3e,ja, 4e) 
j 2 3 4 {=::} (ia, kb, 2e, ja, 3e), (ia, Ie, kb, ja, 4e) 

ffi iOJ . 2 (ia, mb, Ie), (ja, mb, 2e), (Ie, ka, 2e, Ia) 
ID k I 2 {=::} (ia, ffib, 2e, la, Ie), (le, ffib, ja, 2e, ka) 

I 1 2 

j k I 
(ia, jb, Ie), (ia, kb' 2e), (ia, lb' 3e), i 1 2 3 

IE 4 I 1 
(jb, 4e, kb' Ie, lb' 5e) 

5 4 5 
{=::} (ia, kb' 4e, jb, Ie), (ia, 2e, kb' Ie, h), 

(ia, 3e, lb' 5e, jb) 

Figure 4.1 
Note that it is possible to replace 4 with 3 and 5 with 2 in the trade IE. 

4.2 Thade type 2 

The four graphs in Figure 4.2 below do not indicate every possible method of trading 
five triangles with three 5-cycles, but the twelve unique trades of type 2 listed in 
Figure 4.3 arise from these graphs. (In some cases two different vertices from Figure 
4.2 are labelled the same in Figure 4.3, but not in such a way as to allow multiple 
edges between vertices.) 
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For each trade, recall that entries can be relabelled and the transpose can always 
be taken. In these trades in Figure 4.3, rows and columns appear to be adjacent, 
but this need not be the case within a particular latin representation M. Note that 
these trades lie entirely within the latin rectangle L, and they do not involve the 
extra entries in M at the ends of the rows and columns of L. 

00 4 3 00 2 3 111~13111 f±HQ 2 1 
Trade type 2A Trade type 2B Trade type 2C Trade type 2D 

Eiili 2 1 ~ liEJ Eiili 2 3 
Trade type 2E Trade type 2F Trade type 2G Trade type 2H 

5E=J [fBJ ~ LI:m 1 2 1 3 1 3 
1 1 2 

Trade type 21 Trade type 2J Trade type 2K Trade type 2L 

Figure 4.3 

This completes the list of all the small trades we shall be using. Later we shall 
introduce some larger trades constructed from these smaller ones. 

N ow that a variety of trades has been defined, we can use them to construct de
compositions of complete tripartite graphs into 5-cycles. We saw earlier that each 
complete tripartite graph has a (not unique) latin representation, which consists of a 
latin rectangle with unordered sets at the end of each row and column. Given a com
plete tripartite graph (satisfying certain necessary conditions), it is sufficient to find 
a set of trades from the list mentioned that covers every entry in our latin represen-
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tation, making sure no two trades overlap. Our task, then, is somewhat like a jigsaw 
puzzle, where our "pieces" are trades and the "picture" is a latin representation. 

We see this process in action in the following lemma. 

LEMMA 4.15 The graphs K(3, 5, 5), K(5, 5, 5), K(5, 5, 7) and K(5, 5, 9) each ad
mit decompositions into 5-cycles. 

Proof 
For K(5, 5, 9), Figure 4.4 gives a suitable latin representation and indicates trades 
which yield a possible decomposition into 5-cycles. The subscript attached to each 
entry indicates the trade containing that entry; the key below indicates what type of 
trade each subscript corresponds to. To see the trades more clearly in the diagram, 
the reader may wish to circle entries from different trades with differently coloured 
pens. 

1 21 3 43 54 63 73 84 94 
21 31 41 57 16 67 77 86 96 
3 41 5 15 22 62 72 85 95 
43 57 Is 2 3 63 73 85 95 
54 16 22 3 4 62 72 84 94 

6 67 6 6 6 
7 77 7 7 7 
8 86 8 8 8 
9 96 9 9 9 

Subscripts: 1 : 2F 2,3,4,5: lA 6, 7 : IE 
(Entries in bold are used by trades of type 1 C. ) 

Figure 4.4 

A decomposition of K(5, 5, 7) into 5-cycles is given in Figure 4.5. 

11 26 33 43 56 61 71 
21 32 41 56 16 61 71 
32 44 51 18 26 64 74 
41 54 18 28 35 64 74 
51 18 28 35 41 65 75 

62 62 63 63 65 
72 72 73 73 75 

Subscripts: 1,3,4: Ie 2: lA 5: IB 6: 2I 7: 2D 8: 2J 
Figure 4.5 

For a decomposition of the graph K(5, 5, 5) into 5-cycles, see [6]; an alternative 
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decomposition is given in Figure 4.6. 

11 21 31 42 52 
21 31 42 52 12 
33 43 53 15 25 
43 54 14 24 35 
53 14 24 35 45 

Subscripts: 1,2,4,5: 2A 3: 2F 
Figure 4.6 

Finally we give a decomposition of K(3, 5,5) into 5-cycles: 

11 21 31 42 52 
31 11 52 22 42 
23 33 44 54 14 

43 43 14 14 24 
53 53 24 34 34 

Subscripts: 1,2: 2B 3: Ie 4: IE 
Figure 4.7 

5 Two partite sets equal 

I 

Here we consider the problem of decomposing the complete tripartite graph K(r, 8, t) 
(with r ::; 8 ::; t) into 5-cyc1es when two partite sets have equal size. We may assume 
that both of these sets have size divisible by 5, since other cases are done in [6]. We 
first consider the case s = t, irrespective of whether r, s, and t are all odd or all even. 
We then solve the case r = 8 with all partite sets of odd size. Finally, we consider 
the case r = s with all parts of even size. 

We now give some notation that will be used in the proof of our next result. Let 
a be a positive integer and M a set of real numbers. Then a * M is defined to be 
the set formed from the sum of any a (possibly non-distinct) elements of M. For 
example, if M {a, 1, 3} and a = 3, then 

3 * {a, 1, 3} = {a, 1,2,3,4,5,6,7, 9}. 

We also define M EEl N (for sets M and N) to be the set of all possible sums of the 
form m + n where m and n are elements of M and N respectively. 

THEOREM 5.16 Let K(r, 58', 58') be a complete tripartite graph with r ::; 58' that 
satisfies the necessary conditions of Theorem 2.1. Then there exists a decomposition 
of K(r, 58', 58') into 5-cycle8. 
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Proof 
For this proof we modify the structure of our latin representation. Rather than using 
a latin rectangle of order r x 58' we shall use a latin 8quare of order 58'. Each entry 
in the first r rows corresponds to a triangle in the usual fashion. Each entry in the 
final 58' - r rows corresponds to one edge only. Thus we have simply ordered the 
entries from outside the latin rectangle into rows, so that the latin representation 
may be thought of as a latin square. 

We first need to define two new trades, both of which combine smaller trades of 
type 1 or 2. In the following trades, entries above the double line must occur in the 
first r rows, while entries below the double line must occur in the final 58' - r rows. 
Note that in Trade type 3A the entries from 1 to 10 are used in each column, whilst 
in Trade type 3B, the entries from 1 to 15 are used in each column. 

1 2 31 41 51 
6 7 82 92 102 
157 113 124 135 146 
124 157 146 113 135 

11 12 138 148 158 

11 21 31 52 42 3 4 51 22 12 
21 31 46 16 56 4 3 12 51 22 
33 13 55 45 25 57 13 24 35 46 
67 77 87 94 104 24 57 46 13 35 

42 52 25 25 35 8 9 102 71 61 
52 42 16 35 16 9 8 61 102 71 
83 93 77 106 64 107 63 74 85 96 
93 83 106 64 74 74 107 96 63 85 

77 107 67 86 95 13 14 158 128 118 

107 67 95 74 86 14 13 118 158 128 
Subscnpts: 1: 2A Subscnpts: 1,2,8: IE 

2: 1D 3,4: Ie 5,6,7: IE 3,4,5,6,7: 1A 

Trade type 3A Trade type 3B 

Figure 5.1 

In the trade type 3B, entries in bold are used by trades of type Ie. In Lemma 4.15 
we showed that the graphs K(3, 5, 5) and K(5, 5, 5) can be decomposed into 5-cycles. 
Thus we may use entries in our latin square corresponding to these graphs as trades. 

Consider the first five columns of a latin representation of the graph K(r, 58', 5s'). 
We show how to construct these columns and use every entry with trades. The first 
five columns will be made up of 8' 5 x 5 latin squares: L1, L2 , •.• , LSi, where Li is 
based on the entries {5i - 4, 5i - 3, 5i - 2, 5i 1, 5i}, for 1 ~ i ~ s'. Each latin square 
has some rows within the first r rows of our latin representation and (possibly) some 
rows from the final 58' - r rows. 
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We deal with these latin squares in one of four ways: 

1. Two 5 x 5 latin squares may be used with a trade of type 3A, using six of the 
final 58' - r rows. 

2. Three 5 x 5 latin squares may be used with a trade of type 3B, using ten of 
the final 58' - r rows. 

3. One 5 x 5 latin square may be used with the graph K(5, 5, 5), using none of 
the final 58' - r rows. 

4. One 5 x 5 latin square may be used with the graph K(3, 5, 5), using two of the 
final 5s' - r rows. 

So by means of these four techniques, the number of entries used in the final 5s' - r 
rows of each column may be any even integer from the following set: 

8' * {1O/3, 3, 2, O}. 

Since 8/3 :::; r :::; s (see Corollary 2.2), we have 58'/3 :::; r :::; 58', or alternatively 
o :::; 58' - r :::; 108'/3. Therefore the even integer 58' - r is an element of the above 
set for any permissible r. So in any case we can partition all edges represented by 
the first five columns into 5-cycles. To construct the next five columns, simply add 
5 (modulo 58') to each entry in the first five columns, and apply exactly the same 
trades. In this fashion we can decompose the entire graph K(r, 58', 58'). I 

EXAMPLE 5.17 Using Theorem 5.16, the complete tripartite graph K(7, 15, 15) 
can be decomposed into 5-cycles. The latin representation is given in Figure 5.2. 

11 21 31 51 41 62 72 82 102 92 113 123 133 153 143 
21 31 41 11 51 72 82 92 62 102 123 133 143 113 153 
31 11 51 41 21 82 62 102 92 72 133 113 153 143 123 
61 71 81 91 101 112 122 132 142 152 13 23 33 43 53 
114 124 134 144 154 Is 25 35 45 55 66 76 86 96 106 
134 114 154 124 144 35 15 55 25 45 86 66 106 76 96 
124 134 144 154 114 25 35 45 55 Is 76 86 96 106 66 
41 51 11 21 31 92 102 62 72 82 143 153 113 123 133 
51 41 21 31 11 102 92 72 82 62 153 143 123 133 113 
101 91 61 71 81 122 132 142 152 112 23 33 43 53 13 
91 101 71 81 61 132 142 152 112 122 33 43 53 13 23 
81 61 91 101 71 142 152 112 122 132 43 53 13 23 33 
71 81 101 61 91 152 112 122 132 142 53 13 23 33 43 
144 154 114 124 134 45 55 15 35 25 96 106 66 86 76 
154 144 124 134 114 55 45 25 15 35 106 96 76 66 86 

Subscnpts: 1,2,3 : 3A 4,5,6: K(3, 5, 5) 

Figure 5.2 
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THEOREM 5.18 Let K(5r', 5r', t) be a complete tripartite graph with t ~ 5r', r', 
and t odd, that satisfies the necessary conditions given in Theorem 2.1. Then there 
exists a decomposition of K(5r', 5r', t) into 5-cycles. 

Proof 
From Corollary 2.2 we have 5r' ::; t ::; lOr' - 1 (both r' and t are odd). 

The cases when r' = 1 are done in Lemma 4.15. So now let r' = 3. Then t 
can take odd integer values from 15 to 29. We can decompose K(15, 15, 17) into 5-
cycles using the fact that K(5, 5, 5) and K(5, 5, 7) decompose into 5-cycles, together 
with Corollary 2.6. Since K(5, 5,9) also decomposes into 5-cycles, we can similarly 
decompose K(15, 15, t) into 5-cycles for any odd value of t except possibly 29, since 
{15, 17, 19, ... , 27} ~ 3 * {5, 7, 9}. 

To decompose K(15, 15,29), we first construct a latin representation of this graph. 
Let L5 be any latin square of order 5 and let 13 be a symmetric latin square of order 
3. The latin square 13 x L5 , of order 15, is the latin rectangle L to be used in our 
latin representation M. At the end of each row and column we add the set of entries 
{16, 17, ... , 29}. Notice that our latin square is a 3 x 3 array of 5 x 5 latin squares 
and that we can group these 5 x 5 latin squares into three "diagonals" A, B, C of 
(possibly different) 5 x 5 squares, as seen in Figure 5.3. 

A B C 
C A B 
B C A 

Figure 5.3 

The 5 x 5 subsquares in a diagonal are not necessarily identical. 
Using the latin squares of type L5 on diagonal A and the entries {16, 17, 18, 19} 

at the end of each row and column we may place three copies of the graph K(5, 5, 9) 
(see Figure 4.9). In this way we are using the entire graph K(5, 5, 9) as a trade; 
we have shown already that it decomposes into 5-cycles. The remaining entries can 
be used up with trades of type 1B, where each unused cell (i, j) in diagonal B is 
paired with the cell (j, i) in diagonal C, using a pair of entries from the end of row 
i and column i. Since 13 is symmetric, the cell (i, j) contains the same entry as 
cell (j, i). We are free to choose any pair from the end of row i or column i. Since 
there are five entries in each row that each use a pair of entries from the end of that 
row, all ten entries {20, 21, ... ,29} are used at the end of every row. Similarly, the 
entries {20, 21, ... ,29} are used at the bottom of each column. This completes the 
decom posi tion. 

Now consider the general graph K(5r', 5r', t), with r' odd, r' ~ 5, and t ~ 5r'. 
Recall that 

5r' ::; t ::; lOr' - 1. 

We use a latin square of the form Ir' x L5 , where Ir' is a symmetric latin square of 
order r'. Note that we can split Ir' x L5 into r' 'diagonals' of 5 x 5 latin squares 
(each isomorphic to L5), or more particularly, a centre diagonal plus (r' - 1)/2 pairs 
of symmetric diagonals, as shown in Figure 5.4. 
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C A ~ 
B C A 

B c AI 

B 
'---

r--

A 
IB C A 

:!fl B C 

Figure 5.4 

The subsquares marked C represent the centre diagonal; the subsquares marked A 
and B represent the innermost pair of diagonals. 

For the centre diagonal we have three options for the r' latin squares of order 5: 

(i) Place r' copies of K(5, 5, 5) (or trade 25r' 3-cycles with 15r' 5-cycles). 

(ii) Place r' copies of K(5, 5, 7) using the entries 5r' + 1, 5r' + 2 from the end of 
each row and column. 

(iii) Place r' copies of K(5, 5,9) using the entries 5r' + 1, 5r' + 2, 5r' + 3, 5r' +4 from 
the end of each row and column. 

We now "pair off" the remaining diagonals, starting from the innermost pair and 
working outwards. For each pair we have four options: 

(i) Place 2r' copies of K(5, 5, 5). 

(ii) Place 2r' copies of K(5, 5, 7) using four entries from the end of each row and 
column. 

(iii) Place 2r' copies of K(5, 5,9) using eight entries from the end of each row and 
column. 

(iv) Label the diagonals A and B. Pair off each cell (i, j) in A with the cell (j, i) in 
B, which will contain the same entry. We then place trades of type IB on each 
pair of cells, using two entries from the end of row i and two entries from the 
bottom of column i for each pair. Ten entries are used from the end of each 
row and column. 

It is irrelevant which entries are used at the end of each row and column, provided 
the same entries are used by each pair of diagonals. 

We now show that by choosing the right trades for each diagonal, we may de
com pose K (5r' , 5r', t) into 5-cycles for any odd t, 5r' :::;; t :::;; lOr' - 1. First note 
that 

o :::;; t - 5r' :S 5r' - 1 
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and that t - 5r' is the number of entries at the end of each row and column (and of 
course is even). The main diagonal uses 0,2 or 4 entries from the end of each row 
and column, while each of the paired diagonals uses either 0,4,8 or 10 entries from 
the end of each row or column. 

So the total number of entries used at the ends of rows and columns must belong 
to the following set: 

r' -1 
Q = {O, 2, 4} EEJ -2- * {O, 4, 8, 10}. 

But 
{0,2,4, ... ,5r' -1} ~ Q, 

so our construction gives all the desired cases. I 

THEOREM 5.19 Let K(10r', lOr', t) be a complete tripartite graph with t 2:: lOr' 
and t even, that satisfies the necessary conditions given in Theorem 2.1. Then there 
exists a decomposition of K(lOr', lOr', t) into 5-cycles. 

Proof 
From condition (iii) of Theorem 2.1, we have t :::; 20r'. First consider the case 
r' = 1. From Lemma 4.15, the complete tripartite graphs K(5, 5,5), K(5, 5, 7) and 
K(5, 5, 9) all decompose into 5-cycles. So by Corollary 2.6, K(10, 10, t) decomposes 
into 5-cycles for any even t between 10 and 18. Also, from Theorem 2.4, K(2, 2, 4) 
decomposes into 5-cycles. Therefore using Corollary 2.8, K(10, 10,20) decomposes 
into 5-cycles. 

N ext consider the case r' > 1. Now, 

t E {lOr', lOr' + 2, ... , 20r'} ~ r' * {10, 12, ... ,20}. 

Therefore using Corollary 2.6, K(1Or', lOr', t) decomposes into copies of K(lO, 10, 10), 
K(10, 10, 12), K(1O, 10, 14), K(10, 10, 16), K(10, 10, 18) and K(10, 10,20), which in 
turn decompose into 5-cycles. I 

6 The case rand s divisible by 10 

In this case we use a slightly different technique. We use a particular latin represen
tation Ml as follows. Define 

. 0 . = { i + j - 3 (mod t) if i and j are even; 
1, J i + j _ 1 (mod t) otherwise. 

Let L1 be the r x s latin rectangle with (i,j) entry i 0 j, for 1 :::; i :::; r, 1 ~ j ~ s. 
Then M1 arises from L1 by adjoining to the ends of its rows and columns those entries 
from {I, 2, ... ,t} which have not already occurred in each row and each column. 

Now we construct some new trades, combining smaller trades of type 2. The 
trades in Figure 6.1 use only half of the entries within a subrectangle. As shown, 
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these trades use all odd entries in a subrectangle; however, by a relabelling of entries 
and swapping rows and columns, the trades can instead use all even entries of a 
subrectangle instead. 

11 
13 

31 
33 

11 

14 
31 

34 
51 

54 

31 

51 

31 

52 

72 

51 72 

33 53 

72 92 

53 74 
1,2,3,4: 2B 

Trade type 3C 
51 73 

34 54 
72 92 

55 75 

92 113 
75 95 

92 

74 
112 

94 

93 
76 

113 
95 

133 
116 

1,4: 2F 2,5: 2B 3,6: 2A 
Trade type 3D 

Figure 6.1 

94 

114 

96 

116 

136 

Since rand s are both divisible by 10, our latin rectangle may be partitioned into 
10 x 10 subsquares. In Lemma 6.20 we construct an array of pairs of integers that 
will be replaced by 10 x 10 subsquares in Theorem 6.21. Each pair of integers will 
indicate what type of trade is to be placed on each 10 x 10 subsquare. 

LEMMA 6.20 Let a, b, m, and n be non-negative integers such that m :s; n, 0 < 
b :s; a :s; 10m - 2, b :s; lOn, and mb + na :s; lOmn. 

Then we can construct an m x n array with the ordered pair of integers (Xij, Yij) 

in each cell (i, j), 1 :s; i :s; m and 1 :s; j :s; n, such that: 

1. Xij, Yij E {O, 1,2, ... , 10}; 

2. Xij + Yij :s; 10; 

4. ,,£j=1 Yij = b; 

5. (Xij, Yij) =1= (0,9) and 

6. (Xij, Yij) =1= (9,0). 

Proof 
Let a = km + u and b = In + v, where k, l, u and v are non-negative integers with 
k :s; 9, l :s; 10, u < m, and v < n. From the inequality mb + na :s; lOmn we may 
deduce that 

k + l :s; 10 - (un + vm)/mn. (1 ) 
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First consider the case when k + I = 10. Here u = v 0, and we set Xij = k and 
Yij = I for all i, j, 1 :::; i :s: m and 1 :s: j :s: n. Each pair of integers (Xij, Yij) clearly 
satisfies our necessary conditions. 

Next consider when k + I = 9. Let 5 be the following set of cells: 

{( i, j) 11 :s: j :::; n, (j - l)u + 1 :::; i :s: ju} 

where i is calculated modulo m. If (i,j) E 5, we set Xij to be k + 1 and Yij to be I. 
In every cell not belonging to S we set Xij to be k. 

The set S has nu entries spread as evenly as possible in the columns, as indicated 
in Figure 6.2. 

1 

u 
u+1 

m 

1 
(k + 1, I) 

(k + 1,1) 

(k + 1, I) 

2 

(k + 1,1) 
(k + 1, I) 

(k + 1, I) 

3 4 5 n 
(k+ 1,1) (k+1,1) 

(k + 1, l) 

(k + 1, I) (k+1,1) 

(k+1,l) 
(k + 1,1) ... .. . 
(k + 1, I) 

(k + 1, I) (k + 1, I) 
(k+1,1) 

(k + 1, I) 

Figure 6.2 
There are mn cells in our array altogether and 5 contains nu of them. From (1) 

we have 
mn - nu 2: vm. 

Therefore the set of cells which do not belong to 5 intersects each row at least v 
times. So we may indeed set each Yij in the complement of 5 to be either I or 1+1 
so that Yij = In + v when 1 :::; j :::; n. Conditions 1 to 4 are thus satisfied. 

Next consider when k+l :::; 8. Then (k+1)+(1+1) :::; 10, so we may set Xij = k+l 
and Yij = l + 1 in a cell without contradicting condition 2. In each column we set 
Xij k + 1 in u cells and Xij = k in the remaining cells. In each row we set Yij = 1+1 
in v cells and Yij = I in the remaining cells. 

To ensure conditions 5 and 6 hold, first recall that b :::; a :s: 10m - 2. Then clearly 
I :::; k, so certainly we cannot have Xij = 0 and Yij = 9. Suppose there exists a cell 
(i, j) with Xij = 9 and Yij = O. Then since a :::; 10m 2 there exists another cell 
(i', j), i' =f. i such that Xi'j < 10. If Xi'j = 8 and Yi'j 0 we increase xi'j by 2 and 
decrease Xij by 2. Otherwise increase Xij by 1 and decrease Xi'j by 1. Note that 
conditions 1 to 4 still hold. Repeat this until no such cells exist! I 

The following theorem excludes the case when s t. The case when s = t and 
both sand t are divisible by 10 was dealt with in Theorem 5.16. 
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THEOREM 6.21 Let K(r, s, t) be a complete tripartite graph with r ::; s < t such 
that r, sand t are all even, and r == s (modulo 10). Then if the necessary conditions 
of Theorem 2.1 are satisfied, K(r, s, t) can be decomposed into 5-cycles. 

Proof 
In this theorem we shall always use the latin representation MI' 

Let Pij be the 10 x 10 subsquare of the form 

{(i,j) IIOI - 9::; i::; 101, 10J - 9::; j ::; 10J}, 

for 1 ::; I ::; r /10 and 1 ::; J ::; s/10. Note that the subsquares of the form Pij form 
a partition of our latin rectangle L. 

We define a diagonal of a subsquare Pij to be a set of ten entries such that each 
row and column contains an entry and the set may be partitioned into 5 pairs of the 
same entry. Each subsquare ~j may be partitioned into 10 diagonals. Each diagonal 
may be used by trades of type 1A (or the transpose). In this way we may use 2k 
entries from the bottom of each of the ten columns intersecting the subsquare and 
20 - 2k entries from the end of each of the ten rows intersecting the subsquare, where 
k is any integer from 0 to 10. 

We may also wish to use fewer than 10 diagonals with trades of type 1. The 
following trades demonstrate how this may be done. Each trade uses a number of 
diagonals from one of our 10 x 10 subsquares. For example, the trade in Figure 6.3 
uses two diagonals with trades of type 2. 

1 2 3 
2 1 42 
3 41 5 
42 3 62 
5 61 7 
62 5 8 
7 8 9 
8 7 10 
9 10 11 
10 9 12 

41 5 61 7 8 
3 62 5 8 7 
61 7 8 9 10 
5 8 7 10 9 
8 9 10 11 12 
7 10 9 12 11 
10 11 12 13 143 

9 12 11 144 13 
12 13 143 15 163 

11 144 13 164 15 
Subscnpts: 1,2,3,4: 2J 
Figure 6.3. Trade type 3E 

9 10 
10 9 
11 12 
12 11 
13 143 

144 13 
15 163 

164 15 
17 18 
18 17 

For each trade, the remaining diagonals may be used by trades of type lA (or the 
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transpose). The trade in Figure 6.4 uses three diagonals with trades of type 2. 

1 2 3 46 5 66 7 8 9 101 
2 1 45 3 64 5 8 7 104 9 
3 46 5 66 7 8 9 103 11 12 

45 3 65 5 8 7 105 9 12 11 
5 66 7 8 9 101 11 12 13 141 
64 5 8 7 104 9 12 11 142 13 
7 8 9 103 11 12 13 143 15 163 

8 7 105 9 12 11 142 13 162 15 
9 101 11 12 13 141 15 163 17 18 
104 9 12 11 142 13 162 15 18 17 

Subscnpts : 1,2,4,6 : 2J 3, 5 : 2F 
Figure 6.4 Trade type 3F 

To use four diagonals, we use the trade in Figure 6.5. 

1 21 3 41 5 64 7 81 9 10 
22 1 42 3 63 5 82 7 10 9 
3 41 5 64 7 84 9 10 11 125 
42 3 63 5 83 7 10 9 126 11 
5 64 7 84 9 10 11 128 13 147 

63 5 83 7 10 9 127 11 148 13 
7 81 9 10 11 128 13 147 15 165 
82 7 10 9 127 11 148 13 166 15 
9 10 11 125 13 147 15 165 17 185 
10 9 126 11 148 13 166 15 186 17 

Subscnpts: 1,2,5,6: 2F 3,4,7,8: 2J 

Figure 6.5. Trade type 3G 

The trade in Figure 6.6 uses five diagonals. 

11 2 31 4 51 6 71 8 91 10 
2 11 4 31 6 51 8 71 10 91 
31 4 51 6 71 8 91 10 111 12 
4 31 6 51 8 71 10 91 12 111 
51 6 71 8 91 10 111 12 131 14 
6 51 8 71 10 91 12 111 14 131 
72 8 92 10 112 12 132 14 152 16 
8 72 10 92 12 112 14 132 16 152 
92 10 112 12 132 14 152 16 172 18 
10 92 12 112 14 132 16 152 18 172 

Subscnpts : 1: 3D 2: 3C 

Figure 6.6. Trade type 3H 
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To use six diagonals within a 10 x 10 subsquare, combine a trade of type 3E with 
one of type 3G, relabelling the entries in 3E so that odd rather than even entries are 
used. To use seven diagonals we combine 3E with 3H, to use eight we combine 3F 
with 3H, to use nine we combine 3G with 3H and finally to use all ten diagonals 
we use two trades of type 3H, with one trade using odd entries and the other using 
even entries. 

It is not possible to use only one diagonal with trades of type 2. However, with 
the trade in Figure 6.7 we may use 2k entries from the end of each row and 2l entries 
from the bottom of each column, for integers k > 0, 1 > 0 such that 2k + 21 = 18. 

11 2 31 4 5 63 7 84 9 105 

2 12 4 32 63 5 84 7 105 9 
31 4 51 6 7 84 9 105 11 123 

4 32 6 52 84 7 105 9 123 11 
51 6 7 8 9 105 11 123 13 144 
6 52 8 7 105 9 123 11 144 13 
7 84 93 105 11 12 13 14 15 16 
84 7 105 93 12 11 14 13 16 15 
93 105 11 124 13 14 15 16 17 18 
105 93 124 11 14 13 16 15 18 17 

Subscnpts: 1, 2 : 2B 
Trade type 31 

Figure 6.7 
Entries in bold are used by trades of type 1A (in transpose). The entries with 

subscript 3 form a diagonal; similarly entries with subscripts 4 and 5. Each diagonal 
is used by trades of type 1A (or its transpose). The remaining entries are used by 
trades of type lA, using ten entries from the end of each row. In this way we may 
use either 10, 12, 14 or 16 entries from the end of each row and 8, 6, 4 or 2 entries 
from the bottom of each column. By taking the transpose of the trade 3G we may 
use any number of trades from the ends of rows or columns except for 0 or 18. 

With the help of Lemma 6.20 we can now indicate when and where each of the 
above trades are used in our latin rectangle L l . Let r = 10m, 8 = lOn, a = (t-r)/2, 
and b = (t 8)/2. From necessary conditions t ::; 4r8/(r + 8), t ::; 3r, and t ::; 28 
(see Theorem 2.1 and Corollary 2.2) we see that mb + an ::; lOmn, a ::; 10m, and 
b::; lan, respectively, all hold. Since r::; 8 we have (t - 8)/2::; (t - r)/2, so b::; a. 
If a = 10m, then (t - r)/2 = r, but this implies that 8 t, a case not covered by 
this theorem. If a = 10m - 1, (t - r)/2 = r -1 so that t = 3r - 2. Since 8 ::; t and 8 

is divisible by 10, we have that s ::; 3r -10. But from the inequality t ::; 4rs/(r + 8) 
we have 8 2:: r(3r - 2)/(r + 2). Thus (3r 10)(r + 2) 2:: r(3r - 2), which implies that 
r is negative, so we must have a ::; 10m - 2. 

Therefore there exists an array of cells, each with a pair of entries (Xij, Yij) that 
satisfy the properties given in Lemma 6.20. We replace each cell (Xij, Yij) with a 
10 x 10 subsquare Pij . We apply one of the previous trades to the entries of Pij , 
using 2Xij entries from the bottoms of columns and 2Yij entries from the ends of the 
rows. 
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Thus every entry in our latin representation is used in a trade, and our decompo-
sition is complete. I 

7 Concluding remarks 

We have now shown the following. 

THEOREM 7.22 The complete tripartite graph K(r, s, t) (with 'I' ::; sst) de
composes into 5-cycles only if '1', s, and t are either all odd or all even, 5 divides 
rs + st + rt, and t ::; 4rs/(r + s). These necessary conditions are sufficient in the 
case when two partite sets have equal size or in the case when rand s are divisible 
by 10. 

Thus to complete the sufficiency of the conditions for a decomposition of a com
plete tripartite graph into 5-cyc1es, we must solve the cases when '1', s, and t are all 
different, and 'I' and s are not necessarily divisible by 10. The techniques used in 
Sections 5 and 6 should prove very useful in solving the remaining cases. 
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