






3. K 1,k+ I-free graphs. 

In this section we examine connected claw-free graphs in general, postponing extra 

connectivity considerations until the next section. 

Theorem 3.1. Let G be a connected, K l,k+l-free graph. 
(i) G has a k-walk. 

If 8(G) ~ k then G has an exact k-walk. 

Proof. Let G be a connected graph. To prove (i), we show that for any connected 
graph G, there is a connected even spanning W of mxG for some m such 

that dw(v) is at most 2a(NG(v» for all v V(G). This suffices since 
S k for all v. Note firstly that G has a L1(G)-walk H, for H 2xG. Let 
W be a L1(G)-walk of G for which IE(W)I is minimised. 

Suppose that there some vertex v with dW(v) 2r 2a(NG(v»). Choose an 
Euler tour Tin W, and let YI, . .. Yr denote incident with v in distinct branches 
of Tat v. We complete the proof of (i) by finding a L1(G)-walk W' of G with 
IE(W') I IE(W)I, yielding a contradiction. Observe that W - {Yi . i = 1, ... , r} 

is connected. if Yi and Yj have the same end vertices for some i :1= j, then the 
deletion of from W W' Y 1, ... , are 

incident with r> a(NG(v» distinct vertices, say ul," , up in N(v). 

Thus, UiUj E E(G) for some i ::I;j. In this case, set W' W - } + UiUj' 

This yields (i). 

To prove (ii), we refine the proof of (i). We now assume 8(G) k. For a walk 

W, let t(W) denote the number of edges of W which are members of multiple edges of 
cardinality at least 3. Let W be a L1(G )-walk of G with 8eW) ~ 2k for which 

IE(W)I is minimised, and, subject to this, for which t(W) minimised. Suppose that 

dW(v) > 2k for some v E V(G). 

A triple edge is a multiple edge of multiplicity exactly and a edge is an 

edge not in any multiple edge. We will find the following operations usefuL Given a 
subgraph S of a subgraph U of L1(G)xG, we define U(S, a, b) to be the subgraph 

of L1( G)xG obtained from U by replacing every single edge of S by a multiple edge of 

cardinality a and every triple edge by a multiple edge of cardinality b. We define 

subgraph R of W to be a 3,i-path if it has distinct vertices v = va, vI' ... , v q and 

edges v2i+ 1 v2i+2' 0 sis (q - 2) / 2, which are single edges in Rand W, and edges 
v2iv2i+ 1, 0 s i :::; (q - 1) / 2, which are triple edges in R. Let R = va, ... , v q 

denote a maximal 3,1-path with v = vo' We consider two cases. Note that the first 
includes q = O. 
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Case 1. q is even. 

First suppose that v q is incident with no multiple edge of W of multiplicity at least 

3. Put WI = W (R, 3, 1), and note that IE(W 1)1 IE(W)I, t(W 1) = t(W) and that 

dw 1 (v q) ~ 2k+2, even if q = O. Let s denote the number of vertices adjacent to v q by 

single of WI, and m the number of vertices adjacent to v q by multiple of 

W l' Denote these m vertices by ul,. ., urn' As in the proof of (i), choose an Euler 

tour T in W 1. Then at least r s / 2l single edges incident with v q are in distinct branches 

of T at vq . Let Yi' i = 1, ... , r s 12l, denote a set of such edges, and let ui+rn 

denote the other end vertex of Yi' Note that v q is incident with at most one triple edge, 

and no of multiplicity greater than 3, in WI> and so m + r s ~ (dw/vq) -1)/2 

> k. Hence, UiUj E E(G) for some i and j. Let xl denote Y i-rn if i > m, and one 

of the v qUi otherwise. Similarly, let x2 denote Yj-rn if j > m, and one of the 

VqUj otherwise. Then {xI,X2} is not a cutset of WI, and so W2 = W I -

1,X2} + UiUj is a d(G)-walk of G with o(W 2 ) 2k and IE(W2)1 IE(W)I-
1. This is a contradiction. 

It follows that v q is incident with multiple of W of multiplicity at least 3. By 

the maximality of R, the multiple edge is incident with vp for some p < q 1. Then R 

Rl U where Rl n R2 = {vp}, Rl is the subgraph of R between Vo 
and and R2 is the part between vp and vq . If vp = Vo then Rl {vp }' Let R3 

be with a edge added between v q and Put W 1 = W(R 3, 2). If p is 

odd, then oeW 1) ~ 2k, IE(W 1)1 = IE(W)I and t(W 1) < t(W), contradicting the 

choice of W. Otherwise, put W 2 = WI (R 1, 3, 1) and a similar contradiction is reached. 
This finishes Case 1. 

Case 2. q is odd. 

First suppose that v q is incident with no single edge of W. Then with WI = 

W(R, 1), we have IE(W1)1 < IE(W)1. This yields a contradiction unless dW1 (vq ) 

~ 2k 2. Since all of WI incident with Vq are mUltiple, except perhaps Vq_1Vq' 

and de (v q) ;:::: k, it follows that some edge v qU of G is not in W l' Set W 2 = WI + 

2vqu. Then IE(W2)1 = iE(W)1 and t(W2) < t(W), a contradiction. 

It follows that v q is incident with a single edge, say x, of W. By the minimality of 

W, x = v q v p for some p < q - 1. Then R = R 1 U R 2 where R 1 n R 2 = {v p} , 

R 1 is the part of R between Vo and vp ' and R2 is the part between vp and vq. Let R3 

= R 2 + v p v q' The rest of the argument is as in Case 1, with the two subcases p even and 
p odd interchanged. I 

Remark 3.1. Theorem 3.1 is sharp in the following sense. Since K l,k has no 
(k - I)-walk, (i) is not true with k replaced by k - 1. Similarly, for any k ~ 2, Kk,k-1 
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has no exact k-walk. Thus for any k 2 2 there exists a connected Kl,k+l-free graph G 
with o(G) k 1 and no exact k-walk. Thus (ii) is false if o(G) 2 k is replaced by 
o(G) 2 k-l. 

4. Connectivity. 

We next generalise the main theorem of [OS] by showing that the conclusion of 
Theorem 3.1 (i) can be strengthened if G is in addition locally connected; that is, N(v) is 
connected for all v E V(G). 

Theorem 4.1. For k 2 1, every connected, locally connected Kl,k+Tfree graph with 
at least two vertices has a k-walk. 

Proof. Let G be a connected, locally connected K l,k+2-free graph with at least two 
vertices. Then a(NG(v)) ::;; k + 1 for all v E V(G). By Theorem l(i), G has a (k 

+ I)-walk, say W. Let g(W) denote the number of vertices of 2k + 2 in W, and 
choose W so that g(W) is minimised. Assume that for some vertex v, dw(v) = 2k + 

2. We will show how to obtain a (k + I)-walk W' of G which contradicts the 
minimality of W. 

Let T be an Euler tour in W, and let S denote the set of edges in T incident with 
v. If x E T(v), we use x' to denote the element of T(v) such that VX' is the other 
edge in S in the same branch of T as vx. As in the proof of Theorem 3.1(i) (but 
minimising g(W) this time, rather than I£(W)I), if vx and vy are any two edges in S 
in distinct branches of T at v, then x 'i= y and xy tI. £(G). Thus, if vXl" .. , VXk+ 1 

E S are in distinct branches of T at v, then xl, ... , x k+ 1 fonn an independent set. So 
since a(NG(v» ::;; k + 1, we have that for each i, either Xi - Xi' or XjXj'E £(G). 
Note that the branches of T at v can intersect only at v, since otherwise T can be re­
routed so that the conditions above are not satisfied. 

Let P be a shortest path in NG(v) between vertices in distinct branches of T. The 

local connectivity ensures the existence of P. We can assume that Wand v have been 
chosen so that the length of P is as small as possible (subject to the minimality of g(W), 

and that subject to these conditions, I£(W)I is minimised. By the previous paragraph, the 
length of P is at least 2. Also, if P has length at least 4, then a central vertex of P, 

together with Xl' ... , xk+l' is an independent set in NG(v), a contradiction. Thus, P 

has length at most 3. Without loss of generality, assume P is from Xl to x2' and let u 

denote the first vertex of P, apart from xl' for which dw(u) ~ 2k. If no such u 

exists, then we can obtain W' from W by replacing the edges vXI and vX2 with the 
path P, to get g(W') < g(W). Let P(Xl' u) denote the set of edges of P from Xl to 
u. 
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Let WI" .. , wk be labelled vertices in T(u) such that uWl" .. ,uwk are in 
distinct branches of Tat u, where v is in the same branch at u as wI' and let uWk+l be 
another edge in that branch. By the minimality of IE(W)I, we can assume wI' .. , 

W k+ 1 are all distinct and independent, except perhaps for wI - W k+ 1 or wI W k+ 1 E 

£(G). But in either of these two cases we can modify W by deleting vXl' uWl and 

uw k+I' and inserting P(x 1, u), the edge VU, and wI W k+l if wI - W k+ 1 is false, to 
obtain a (k + 1 )-walk in which P is shorter or G is decreased, a contradiction. Hence 

W I ~ wk+l is false, and wI wk+l (/. E(G). 

It follows that every neighbour of U other than wI' ... , wk+l is adjacent to at 

least one of the vertices wI' ... , wk+l; that is, to a neighbour of u on T. In particular, 
assume vWi E £(G). If uWi is in the same branch of T at v as Xj and x/' where j :F-

1, we set W' W + {vw i , xjx/} + P(x 1, u) {vxj , vX/' uWi' VX 1 }, and remove 
the loop Xjx/ if Xj x/ This gives the desired walk W' with g(W') < g (W). 

Hence, recalling that the branches at v are disjoint except at v, we see that u appears only 

in the same branch of T at v as xl and Xl" Similarly, we find that if u' is the last 

vertex of P, apart from x2' for which dw(u');::: 2k, then u' is in the same branch of T 

at v as x2 and x2'. Immediately, we obtain u :;t: u' and P has length 3. Thus, uu' E 

£(G). Hence, by the remark above, u' is adjacent to a neighbour of u on T, say w, 

and by symmetry, U is adjacent to a neighbour of u' on T, say Wi. We can now set iV' 

= W + {uw', u'w, xIxl'} - {vx I , vXI', UW, u'w'}, and remove xlx l ' if it is a 

loop, to obtain the desired walk W' with g(W) < g(W). I 

We next examine global connectivity. 

Theorem 4.2. If j ;::: 1, k ;::: 3 and G is j-connected and K 1,j(k_2)+rfree then G 
has a k-walk. 

Proof. Let 5 be a proper subset of V(G). Since G is j-connected, each component 

of G - 5 is joined to at least j vertices in 5, and since G is K 1 ,j(k-2)+ I-free, each 
vertex in S is joined to at most j(k-2) components of G - S. Hence, c(G - 5) S 

(k - 2)151. The theorem now follows from Corollary 2.4. I 

Note that Theorem 3.1(i) is a strengthening of Theorem 4.2 with j = 1. Also, 
Theorem 4.2 improves Theorem 4.1 whenever k;::: 6 in Theorem 4.1 because all locally 

connected graphs other than K2 are 2-connected. We believe that Theorem 4.2 can be 

sharpened as follows. 

Conjecture 4.1. If j ;::: 1, k ;::: 2 and G is j-connected and K l,jk+ I-free then G has 

a k-walk. 
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Remark 4.1. The graph Kj,jk+l has no k-walk. Hence, Conjecture 4.1 would be a 
best possible strengthening of Theorem 4.2 for k ~ 2. However, for k 1, the graph 
obtained by expanding each vertex of the Petersen graph to a triangle is and 3-

connected and has no I-walk, and the Meredith graphs [M] are r-connected, 

(and hence Kl,r+rfree) and have no I-walk. A related conjecture in [MS] is that every 
Kl,3-free 4-connected has a I-walk. We would like to ask how much this conjec­
ture might be strengthened, as follows. 

Question. If} ~ 4 and G isj-connected and K1,rfree, does G have a I-walk? 

Theorems 4.1 and 4.2 also suggest the following. 

Conjecture 4.2. If} ~ 0, k ~ 1 and G is connected, locally i-connected and 

Kl,U+l)k+rfree then G has a k-walk. 

Remark 4.2. Conjecture 4.2 is a common generalisation of Theorem 3.1 (i) (when j = 
0) and a conjecture of Oberly and Sumner [OS] (when k = 1). Since connected, locally j­
connected graphs are (j + l)-connected (except for K2), Theorem 4.2 implies the 

weakened version of Conjecture 4.2 for K 1 )(k_2)+1-free graphs. If true, this 
conjecture is sharp, in view of the graph Kj+l + obtained by joining each vertex of 

Kj+l to each vertex , where r = (j + l)k + 1. 

It is possible that local connectivity conditions facilitate the appearance of k-trees. 
The truth of the following conjecture would go one step closer to establishing Conjecture 
4.2, by Lemma 2.2(i). 

Conjecture 4.3. If j ~ 1, k ~ 2 and G is connected, locally j-connected and 

K1,U+l)(k-l)+2-free then G has a k-tree. 

Remark 4.3. If true, this conjecture is sharp, in view of Kj+ 1 + r' Any k-tree T in 
this graph requires at leastj + r edges. But every edge is incident with one of the vertices 

in Kj+l> and so T has at most (j + 1)k edges. Hence, r $; (j + l)(k - 1) + 1. 

5. Minimum degree, independence number, squares of graphs and planar 

graphs. 
A D I.-cycle in a graph G is a cycle C such that all components of G - C have less 

than A vertices. Clearly, G[Kkl has a Dk-cycle if and only if G has a k-walk. 

Theorem 5.1. If G is connected, k ~ 2 and beG) > (lV(G)1 1) / (k + 1) then G 

has a k-walk. 
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Proof. We will use the following result implied by Veldman [V, part of Theorem 4]. 
Suppose k 2 2 and G is a k-connected graph, and that the vertices of each connected 
subgraph of G with k vertices are adjacent to more than (lV(G)1 - 1) / (k + 1) other ver­

tices. Then G has aD k-cyc1e. 

Consider H = G[Kk]. We shall refer to the Kk-subgraphs of H corresponding 

to vertices of G as inflated vertices. Noting that !V(H)I = klV(G)I, that H is k­

connected, and that each connected subgraph F of H with k vertices has more than 

k(IV(G)1 1) / (k + 1) neighbours in V(H) \ V(F), we may apply Veldman's theorem 
to deduce that H has aD k-cyc1e. II 

Remark 5.1. If we require a minimum degree condition on G for an exact k-walk 

(rather than a k-walk as in Theorem 5.1) then the best we can do is IV(G)I / 2 for all k. 

The fact that all graphs G of minimum at least IV(G)I / have a k-walk follows 

from Dirac's Theorem [D]. To see that we cannot do any better, consider Km+l, m' 

Recently Fraisse [F2, Corollary 1] showed that if G is a k-connected graph such 

that the sum of any k + 1 independent vertices is at least IV(G)I + k(k - 1), then 
G has a D k-cyc1e. Applying this result instead of [V, Theorem 4] in the proof of Theo­
rem 5.1, we may deduce the stronger: 

Theorem 5.2. If G is connected and every set of k + 
have degree sum at least IV(G)I then G has a k-walk. I 

mCLe):lendel1t vertices of G 

It follows trivially from Theorem 3.1 that every connected graph G has an a(G)­

walk. This result may be extended for graphs of higher connectivity, as follows. 

Theorem 5.3. Let G be a j-connected graph. Put k r a(G) / jl. Then G has a 
k-walk. 

Proof. Again consider H = G [K k]' Since H is kj-connected and kj 2 a(H) = 
a(G), it follows from the Chvatal-Erdos Theorem [CE] that H is hamiltonian. I 

Fleischner [FI] has shown that the square of a 2-connected graph has a I-walk. 

U sing this result we deduce the following. 

Theorem 5.4. If G is connected then G2 has a 2-walk. 

Proof. Since G[K2] is 2-connected and G2[K2J = G[K2]2, it follows from [Fl) that 
G2[K2J is hamiltonian. III 
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If G has minimum degree 2 then Theorem 5.4 may be strengthened as in the next 
theorem. We fIrst need a lemma for trees. 

Lemma 5.5. If T is a tree then 
dw(v) = 2 iff dT(v) = 1. 

has a 2-walk W such that for all v E V(T), 

Proof. Let n = V(T) and let u be an arbitrary vertex of T which we will call a root. 
We strengthen the statement to be proved by asserting that, in addition to W, there is a 2-
walk W' such that for all v E V(T), dw'(v) = 2 iff dT(v) = 1 or v = u. This is 
proved by induction on n. If n 2 then it is immediate, so take n ?: 3. Let T(u) denote 
the subtree of T induced by u and its neighbours. We can assume that for each 
component H of T - u, rooted at the neighbour of u in H, there a 2-walk in of 
the type of HI'. The union of these walks over all components H, together with a I-walk 
in T(u)2, yields the desired 2-walk W'. (Note that if any of the components is a single 

vertex, its 2-walk contains no edges.) Otherwise, we can assume that d(u) ;::: 2, and then 
instead of a I-walk in T(u)2, use a 2-walk in which u is the only vertex of 
This the walk W. 

Theorem 5.6. If G is connected and S(G) ;::: 2 then has an exact 2-walk. 

Proof. Let T be a spanning tree of G and let H denote the subgraph of G induced 
the endvertices of T. Let F be a spanning subgraph of H such that dF(v) ;::: 1 for all v 
E V(H) with d/i(v) ;::: 1 and such that IE(F)I is minimal. Clearly F is a spanning 
forest of H and each component of F is a star. Let 5 j denote the set of vertices in F of 
degree i, and let M denote a set of edges of G T covering all the members of 50' each 
edge containing one member of 50' Define a spanning sub graph G' of G by E(G') 

E (T) U E (F) U M. All vertices in 50 and 51 have 2 in G '. Let R denote a 

subset of 50 U 51 which contains all vertices but one in each component of F. (The 
only case in which there is some choice for membership in R is for those components of 

order 2.) Slicing each vertex of G' in R into two vertices of degree 1, we obtain tree 
T' whose endvertices are the vertices corning from R. By Lemma 5.5, ['2 has a 2-walk 
in which all these vertices have degree 2 and the rest have degree 4. This induces an exact 
2-walk in G,2 and hence in G2. I 

Tutte [T] has shown that every 4-connected planar graph is hamiltonian. On the other 
hand, K 2.2k+l is an example of a 2-connected planar graph which has no k-walk for any 
k;::: 1. For the remaining case of 3-connected planar graphs, Barnette [B] has shown that 
all such graphs have a 3-tree. Using Lemma 2.2(i) we deduce the next result. 

Theorem 5.7. Every 3-connected planar graph has a 3-walk. I 
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Perhaps the following stronger assertion is valid. 

Conjecture 5.1. Every 3-connected planar graph has a 2-walk. 

Note that if Conjecture 5.1 were true then, by Lemma 2.2(ii), it would generalise 
Barnette's result on 3-trees. 

6. NP-completeness of k-walk problems. 
It shown in [B2] that the problem of whether a graph has an exact k-walk 

is NP-complete. The proof was by transformation of an arbitrary graph G to a graph G' 
such that G has a Hamilton cycle iff G' has an exact k-walk. The NP-completeness of 
the exact k-walk problem thus follows from the NP-completeness of the Hamilton cycle 
question. In fact, with the proof given, G has a Hamilton cycle iff G' has any k-walk, 
and thus the question of whether a given has a k-walk is NP-complete. However, 
the graphs G' have many cut-vertices, and so it is natural to ask whether the restriction of 
the question to more highly connected graphs is still NP-complete. the conventions 
of Garey and Johnson [GJ], we may state the problems as follows. 

K-WALK IN J-CONNECTED GRAPH 

Instance: j-connected graph G. 

Question: Does G have a k-walk? 

EXACT K-WALK IN J-CONNECTED GRAPH 
Instance: j-connected G. 
Question: Does G have an exact k-walk? 

We generalise the result given in [B2] to the following. 

Theorem 6.1. For k and j fixed, K-WALK IN J-CONNECTED GRAPH and 
EXACT K-WALK IN J-CONNECTED GRAPH are NP-complete. 

Proof. We give a polynomial reduction from HAMILTON CYCLE to each problem. Let 

G be an arbitrary graph with IV(G)I 2 2, and form the composition H = G[Kjl. To 
each inflated vertex of H (in the terminology of the proof of Theorem 5.1), join jk - I 

separate of to obtain G'. Then a k-walk in G' uses at most two edges of H 

incident with any inflated vertex, and so yields a I-walk of G. The converse also holds. 

In addition, G' is j-connected. Thus, we have reduced HAMILTON CYCLE to K­

WALK IN J-CONNECTED GRAPH. The proof for exact k-walks is exactly the same 
since if G has a I-walk it follows that G' has an exact k-walk. I 

A c k n owl e d g e men t~ 
Some of the results of this paper (Lemma 2.1 (i), Theorem 5.1 and a generalisation of 
Theorem 6.1) were obtained, amongst other things, independently very recently by 
Pruesse [Pl. The authors are grateful to Pruesse for pointing out an error in an earlier 
version of this manuscript. 
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