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Let ~(n) denote the class of simple graphs of order n and ~(n,m) the subclass of 

graphs with size m. G denotes the complement of a graph G. For a graph G, the 

vertex arboricity p(G), is the minimum number of colours needed to colour the vertices 

of G such that every colour class is acyclic. In this paper we determine the range for 

the size of a graph G E ~(n) with prescribed arboricity. We also characterize the 

extremal graphs. Further, we establish sharp bounds for the sum p(G) + p( G) and 

the product p(G).p(G), where G ranges over ~(n,m). We determine the class of 

graphs G for which p(G).p(G) attains the minimum value. 

1. INTRODUCTION AND NOTATION: 

All graphs considered in this paper are undirected, finite, loopless and have no 

multiple edges. For a graph G, V(G) denotes the vertex set, E(G) the edge set, v(G) 

the number of vertices and s(G) the number of edges. The complement of a graph Gis 

denoted by G. For the most part, our notation and terminology follow that of Bondy 

and Murty [2]. 

Let ~(n) denote the class of graphs of order n and ~(n,m) the subclass of ~(n) 

having m edges. Given a graph theoretic parameter f(G) and a positive integer n, the 

Nordhaus-Gaddum (N-G)-problem is to determine sharp bounds for the sum and 

the product of fCG) and feG) as G ranges over the class ~(n), and characterize the 

extremal graphs. A further problem is to determine the set of all integer pairs 

(x,y) such that f(G) = x and f( G) = y for some G E ~(n). We refer to this latter 

problem as the realizability problem. 
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A number of variations to the N-G problem have been considered - Dirac [3] 

and Plesnik [6]. Achuthan et al. [1] studied the N-G problem for the parameters 

chromatic number, diameter and edge-connectivity when G is restricted to the subclass 

~(n,m). In this paper we investigate N-G problem for the parameter vertex arboricity. 

For a real number x, l x J (f xl) denotes the largest (smallest) integer less 

(greater) than or equal to x. A k-colouring of a graph G is an assignment of k colours 

to its vertices so that no cycle of G has all of its vertices coloured with the same 

colour. The vertex arboricity p(G) of a graph G is the smallest integer k for which G 

has a k-colouring. A k-colouring of a graph gives rise to a partition of the vertex set 

of the graph into k colour classes, such that the subgraph induced on each colour class' 

is acyclic. We denote by Pn the path on n vertices and by v the join operation on 

graphs. 

It is easy to veritY that p(Knl ~ l n; 1 J We now state a known result that we 

need for our discussion. 

Theorem 1.1 : (Mitchem [5]) For G E ~(n), we have 

(l. 1) 

2 

(1.2) 

Furthermore, the upper bound in (l.1) and the lower bound in (l.2) are sharp 

for all n. The other two bounds are sharp for infinitely many values of n. 0 

Henceforth we assume without any loss of generality that m and n 

are integers such that m s; ±GJ . 
2. GRAPHS WITH PRESCRIBED VERTEX ARBORICITY : 

In this section we determine the range for the number of edges of a graph G of 

order nand arboricity u. 
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Lemma 2.1 : Let G EO 9(n,m) and peG) = a. Then 

(2.1) 

Proof: Consider an a-colouring of the vertices of G. This induces a partition 

V 1,V2, ... ,Va ofV(G) such that G[Va is acyclic. We modify this partition ofV(G) by 

performing the following operation i in the order i = 2,3, ... ,a. 

Operation i: For every vertex y E Vi perform the step y. 

Step y: Let j be the smallest integer 1 :::; j :::; i-I such that there is no cycle in G[Vj U 

{y}]. Define a new partition ofV(G) as follows: 

Vk : Vk , k i:- i, j and 1 :::; k :::; a; 

Vi: Vi - {y}; and 

Vj: Vju{y}. 

If no such j exists then the partition of V (G) remains unchanged. 

Note that the above procedure yields a partition V [, V2, ... , Va of V(G) with the 

following properties for 1 :::; i :::; a : 

(i) G[Vi] is acyclic; 

(ii) For y E Vi and j such that l:::;j:::; i-I, G[Vj U {y}] contains a 

cycle. 

From property (ii) it follows that every vertex of Vi is adjacent to at least two 

vertices of Vj' 1:::; j :::; i - 1. Thus each vertex of Vi is adjacent to at least 2(i-1) 

i-I 

vel1ices of U Vj . Further, note that G[Vi], 1:::; i :::; a-I, has at least one edge, for 
j=l 

otherwise property (ii) is violated. This in turn implies that IVi I ~ 2 for i=I,2, ... ,a-1. 

Now counting the number of edges in G, we have 
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a a-I 

m~ I2IVil(i-I)+(a-l) :2:2(a-l)+4I(i-l)+(a-l) 
1=2 

Now I'f m (2a ..... _- 1) , This establishes the inequality (2.1). / then clearly 

IVai = 1; IVi I = 2, 2 :::; i :::; a-I; and IVII = n - 2ex. + 3. Using properties (i) and (ii) 

it is easy to show that G == K 2a.-l U 1(n-2a+l' This completes the proof. 

F or the rest of this section, n and a are given integers and we put e = l ~ J 

and e I:::: n - ex. e, We define the graph Qn.a by QIl.a. == 

order e + 1 if i :::; e I or of order e , if i > e I. 

Lemma 2.2: Let G E ~(n,m) and peG) = a. Then 

with equality if and only if G == Q 11,0. ' 

a. 

V Ti, where Ti is a tree of 
i=1 

(2.2) 

Proof: Let G* E ~(n) and p(G*) = ex. such that z(G*) is maximum. Consider an ex.­

colouring of G* and let V1,v2, ... ,Va. be the induced partition of V(G*) such that 

G*[ViJ is acyclic for 1 :::; i :::; a. The maximality ofz(G*) implies that every vertex of V; 

is adjacent to every vertex ofVj for i 1= j and G*[ViJ is a tree for all i. Let IVi 1= ni for 

i=1,2, .. "cx.. 

Claim: ni and nj differ by at most 1, V i,j. 

Suppose not. Let nj ~ nj + 2 for some i and j. Let x E Vi and y E Vj such that they 

have degree one in G*(V;J and G*[VJ respectively. Such vertices always exist since 

G*[VjJ and G*[VjJ are trees. Let z be the neighbour of x in G*[V;]. Now we shall 

construct a graph G' from G* as follows: Remove the edges of the form (x,u) where 
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U E Vj and u 1: y and introduce the edges of the form (x, v) where v E Vi and v 1: z. 

Let G' be the resulting graph. 

Consider the partition U1,U2, ... ,Ua of the vertices ofG' where Uk = Vk, for k 1: 

i and j; Ui Vi - {x} and Uj = Vj U {x}. Clearly G'[UkJ is acyclic for 1 :s; k :s; a and so 

peG') = a. Note that 8(G') = c(G*) + n i - n j - 1 ~ c(G*) + 1, a contradiction to the 

maximality ofc(G*). Thus the claim is proved. 

Now it is easy to see that 0; ~ l or l + 1, for 1 ,; i ,; ct, where l ~l ~ J Thus G* 

is isomorphic to Qn.a and simple counting establishes that 

c(G*) (n - t') (t' + 1) (n) 2 +(0..-1) 2 +(n-a) = 2 (t' - IJ t"(e-I) 0..
2 

. 

This completes the proof of the lemma. 

Combining Lemmas 2.1 and 2.2 we have the following theorem: 

Theorem 2.1 : Let G E ~(n,m) and peG) = a. Then 

(
2CX - I ) (nJ (t' - 1) 2 :s;m:S; 2 -e'(e-l)-~ 2 (2.3) 

Furthermore, the lower bound is attained if and only if G == K2a-1 U Kn- 2u+1 and the 

upper bound is attained if and only if G == Qn.a. In addition, for every integer m 

satisfying (2.3), there exists a graph G E ~(n,m) such that peG) = a. o 

3. BOUNDS FOR THE SUM peG) + peG) 

In this section we will determine sharp bounds for peG) + p( G) in terms of the 

order n and the size m of G. From Theorem 1.1 we conclude that the sharpness of the 

lower bound depends on the existence of an integer 0 satisfying 

(3.1) 
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since p(G).p(G) ~ I ~ 1 by (1.2). When n is an odd perfect square note that 

Consequently in this case there does not exist an integer ~ satisfying (3.1) and hence 

there is no graph G E ~(n) such that peG) + peG) = r Fnl Thus when n is an odd 

perfect square 

peG) + peG) ~ r Fnl+ 1. (3.2) 

Combining (3.2) and (1.1) we have the following inequality for G E ~(n). 

peG) + peG) ~ C(n) (3.3) 

where 

l
Fn + 1, 

C (n) = 

rFnl 

if n is an odd perfect square, 

otherwise. 

Let ~ be an integer such that 

Define integers XI and X2 such that n = ~XI + X2, 0 S X2 S ~ - 1. 

In the following we describe a subclass ~ I of ~(n) to establish the sharpness 

of(3.3) : 

~ I = {Gp : ~ satisfies (3.4) }, 

where Gp is defined as follows: 

~ 
(i) V(Gp) = UVi where Vi = {Vi,1,Vi,2, ... ,Vi,d, 1 sis B, with 

i=! 

otherwise. 
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(ii) Gj1[Vd is isomorphic to the complement of a path, 1 :::; i :::; p. Moreover 

for all i, assume that ViJ and ViJ+I are non-adjacent in Gp[Va for 1 :::; j :::; 

t-1. 

(iii) Gp has no other edges. 

It is easy to show that 

(3.5) 

and 

I x1

4
+ II if 

(3.6) 

From (3.3) it follows that p(G13 ) 2:: C(n) - p(G13 ) = C(n) - p. Now we establish 

that p(Gp) = C(n) - p. From (3.4) we have 4p(C(n) - P) 2:: n = px[ + X2, that is, 

4(C(n) - P) 2:: Xl + ~. Since 4(C(n)-p) and Xl are integers we have, 4(C(n)-p) 2:: Xl + 
P 

1 or Xl according as X2 2:: 1 or X2 = O. Thus 

r X1

4
+ 11, I if x2 2:: 1 

C(n) - p 2:: 

r X
4
11, I if x2 O. 

Hence we have p(Gp) = C(n) - p = a. (say) and p(G 13 ) + p(G r3 ) = C(n). Counting 

the number of edges in Gp we have 

(3.7) 

In the following lemma, we prove that e(Gp) is a decreasing function of p. 

Lemma 3.1: Let p be an integer satisfying (3.4) and Gp E tJ'. Then e(G 13 ) is a 

decreasing function of p. 
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Proof: Let W < ~ be a positive integer such that W(C(n) - W) :2: r ~l· 
,4 

We shall prove that 

(3.8) 

Let YI,Y2 be integers such that n = YI W + Y2, 0:::;; Y2 :::;; W - 1. Observe that: 

(i) ~ < C( n), for otherwise we have a contradiction to (3.4). 

(ii) ~ :::;; Fn; this follows from (i), and the definition ofC(n). 

(iii) Xl ::::~, for otherwise n = xI~ + x2 :::;; ~2 -1:::;; n - 1. 

(iv) YI > Xl, for otherwise we arrive at a contradiction to the fact that 

Y2 :::;; W - 1 :::;; ~ - 2. 

Now note that 

since x2:::;; ~ - 1. Also 

E(GA') = ~(n + Y" - 2W):2: rc.2(n - 2~ + 2), 
p 2 - 2 

since W :::;; ~ -1. Now the inequality (3.8) is true if 

Xl -1 Yl-I 
--(n- ~ -1) <--(n- 2~ +2). 

2 2 
(3.9) 

Writing YI = Xl + 0, where ° is a positive integer, the inequality (3.9) is true if 

~ + 3x 1 - X I~ - 3 + o(n - 2~ + 2) is positive. Note that this latter expression is 

:2: -n + 4~ - 3 + n - 2~ + 2 = 2~ - 1> O. This completes the proof of the lemma. 0 

Given a positive integer n, we now define a function A(n) as follows: 

A(n) = min{E(Gp): Gp E ~'}. 

As a consequence of Lemma 3.1 we have A(n) = E(G6), where ~ is the largest 

integer satisfYing (3.4). In the following lemma we determine the range for the size m 

of G E ~(n) such that peG) + p(Ci) = C(n). 
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Lemma 3.2: For n ~ 13, there is aGE ~(n,m) with peG) + p (d) = C(n) if and only 

ifm ~ A(n). 

Proof: From Lemma 3.1 it is clear that if there is a graph G E ~(n,m) such that 

peG) + p(G) C(n) then m ~ A(n). To complete the proof we will assume that m ;;::: 

A(n) and establish the sharpness. We will construct a graph G* E ~(n,m) such that 

peG) + p(G) C(n) for n ~ 13. 

Let ~ be the largest integer satisfying (3.4) and consider the graph G ~ Elf f • 

For notational convenience we shall refer to G p as G. Note that A(n) = 

e(G), peG) ~ and peG) = C(n) - ~ = ex. (say). Firstly let ex. ~ 3. Consider a 

partition U1,U2, ... ,Uo. of V(G) defined by 

and 

a-I 

U a = V(G)- U Uk 
k=! 

Note that G[U k ] is acyclic for all k. Thus the partition U 1,U2, ... ,Uo. gives rise to an 

a-colouring of G. Now add edges to G such that no added edge has both its end 

vertices in Uk, ::; k ::; ex.. Let G* be the graph obtained after the addition of all 

possible edges. It is easy to see that p(G*) = ex. and p(G*) = ~ and hence 

p(G*) + p(G*) = C (n). 

It is not too difficult to show that e(G*) ~ e(G*). This can best 

be seen by considering the vertices in the set Vi (\ Uj. Observe that for 

1::; j ::; ex. - 1, 

Let U E Vi (\ Uj = Wij . Observe that u is joined, in G*, to every vertex of Uk, k :f::. j, 

except possibly one. Since ex. ~ 3, we have 
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Further, in G *, u is joined to all the vertices of Uj\Wij and at most one vertex of 

V(G*)\Uj. Consequently 

INc;.(u) n (V(G*) \ Wjj)1 :s; 4~ - 3. 

Thus, for u ~ 3 

e(G*) - e(G*) ~ 4(u - l)~ - ~ > O. 

Next let a = 2. We will now modify G as follows: 

For each i, 1 S; i :s; ~, we partition Vi into two sets Vii and Vi2 such that 

.. G[Vid and G[Vi2J are paths. 

• IVil1 and IVi2 1 differ by at most one. 

~ 
and U Vi2 differ by at most one. 

i=l 

o 
Now let U I and U 2 == U Vi2 · Since u = 2 we find that XI :s; 8 and hence 

i=1 

G [Ui] and G [U2] are acyclic. Now add edges to G such that no added edge has 

both its end vertices in Ui, for i = 1,2. Let G* be the graph obtained after the addition 

of all possible edges. Since IU 11 and IU 21 do not differ by more than one, it follows 

that c;(G*) ~ e(G*). It is easy to check that p(G*) == u and p(G*) == ~. 

Next let a = 1. In this case ~= C(n)-l. From (3.4) and the definition ofC(n) 

n 
it is easy to check that n s; 16. Now if 13 S; n S; 16, then 4 and C(n) = 4 and 

hence ~ 2 == u. This completes the proof of the lemma. o 

Remark 3.1: If n = 9 then it is easy to show that the inequality (3.3) is sharp 

whenever m 2:: A(9) = 3. For n :s; 12 and n"* 9, using Lemma 2.2 it can be shown 

that the lower bound in (3.3) is not sharp for some values of m. These exceptional 

cases are listed in the following table. 
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Order Range for the Size 

12 12~m::;19 

11 11~m::;15 

10 10~m~1l 

8 8 ~ m ~ 14 

7 7 ~ m::; 10 

6 6 ~m::;7 

5 m=5 

Table 3.1 

In all other cases, the technique used in the case a = 2, in the proof of Lemma 3.2 

provides an extremal graph. 

In the following Figure 3.1 we present a subclass, denoted by -;;?te, of graphs in 

~(n,m). Here 8 is an integer such that m " (~) . 

all 

~I 
x 

edges 

edges 

Figure 3. I : -;;to, m ,,(~). 

This class is well defined only when m - (~) <; (8 - I)(n - 8) . 

Let A and B denote the sets of vertices of He E -;;?te which are adjacent and 

not adjacent respectively, to x in He. Since He and Be contain Ke and Kn-9+ 1 

respectively, as induced subgraphs, we have 
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l8 + 1J p(Bs) ~ -2-' (3.10) 

and 

(3.11) 

T a establish eq ual ity in (3, 1 0) we shall colour the verti ces of He with l e ; 1 J colours, 

Consider an arbitrary colouring of the vertices of A u {x} with l 8 ; 1 J colours such 

that no cycle is monocoloured. Assign the colour received by x to the vertices in B. 

. . . f' . l8 + 1

J
1 

Observe that thIs results In a colounng 0 the vertIces of Be WIth 2 colours such 

that there is no monocoloured cycle. Thus we have 

l8 + IJ p(Be)= 2 . (3.12) 

Similarly it can be shown that 

(3.13 ) 

Lemma 3.3: There is aGE tj (n.m) with p(G) + p(G) ~ l n; 3 J except when n is 

- n-1 
odd and m = 1 or 2. In the exceptional case peG) = 1 and peG) = --. 

2 

Proof: Let us assume that either n is odd and m :;t: 1,2 or n is even. Let ro be an 

integer such that m ~ (~) + t, 0:::; t ::; ro -l. Take G = IL E?'w if n is even or 

both nand ro are odd; or G == R .. ,-l E ?'",-l if n is odd and ro is even. 

This completes the proof. o 

From Theorems 1 I and lemmas 3.2 and 3.3 we have: 
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Theorem 3.1 : Let G E C; (n,m). Then 

C(n) :s; peG) +p(G) :s; D(n, m) (3.14) 

where 

/

,n;l1-

D(n,m)= ,n;31-
ifn is odd and m 1 or 2, 

otherwise. 

The upper bound in (3.14) is always sharp. The lower bound is sharp iff m 2: A(n) 

except for the cases listed in Table 3.1. o 

4. BOUNDS FOR THE PRODUCT p(G). p(G) 

In the following we describe a class C;~,~ of graphs that will be used in the 

later discussions. This class was motivated by the construction of Finck [4]. 

Consider a graph H of order a~ with the following properties: 

• Assume that the vertices of H are arranged into an array of a. rows and ~ 

columns. 

• The subgraph of H induced on vertices belonging to the same column is 

acyclic. 

• The subgraph of H induced on vertices belonging to the same row is the 

complement of an acyclic graph. 

Now form a new graph G~,~ of order 4a~ from H as follows: 

• Each vertex u of H is replaced by four vertices Ul, U2, U3 and U4 such that 

G~,/3 [{ UI,U2,U3,U4}] is isomorphic to P 4, the path on 4 vertices. 

• If u and v are adjacent vertices of H belonging to the same column, then 

introduce in G ~,~, exactly one edge between the sets {Ul,U2,U3,U4} and 

{VI,V2,V:;,V4}. 

• If u and v are non-adjacent vertices of H belonging to the same column of 

H then no Uj is adjacent to any Vj in G~,/3' 
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• If U and v are adjacent vertices of H in the same row then join each Uj to 

each Vi in G~,~. 

• If U and v are non-adjacent vertices of H belonging to the same row, then 

except for a specified pair {j',j'} ~ {1,2,3,4} Uj and Vj are adjacent in G~,~. 

• Let u and v be vertices of H belonging to neither the same row nor the 

same column. Then any vertex of {Ul,U2,U3,U4} may be joined to any vertex 

of {Vj,V2,V3,V4} in G~,~. 

Now we define 1~,~ to be the class of all graphs G~,~ described above. Since each 

column has at least 3a edges and each row ofH is missing at most ~-l edges, we have 

the following remark. 

Remark 4.1: Let G E 1~,~. Then peG) =~, peG) a and 

( 4~ - 1) (4a~) (4a 1) a ::; B(G) ::; - ~. 
2 2 2 

Observe that one can start with a graph G E ~:,p with erG) ~ (4~2-1)a 

and transfer edges from G to G in such a way that peG) and peG) remain ~ and 

a, respectively. Thus we have the following remark. 

Remark 4.2: If a,~ are integers such that 

then there is a graph G E 1~,~ of size m. 

Consider a graph G E 1~,~. We obtain a new graph G~,a,~ for 1::; i ::; 3 by 

deleting 4-i vertices from G~,~. We denote by 1i:a,~ the class of all graphs G~,a,~ . 

The following remarks are analgous to Remarks 4.1 and 4.2. 
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Remark 4.3: Let G E ~i:a,B of order at least 5, for some i, 1 S;; i ::; 3. Then 

peG) = ~ and peG) = a. Moreover, if a and ~ are at least 4-i, then 

(4~2-1)a - (4 - i)(4~ - 2) S;; c(G) 

S;; (4a~ -2 4 + i) _ (4a
2 

1) ~ + (4 i)(4a - 2). 

Further, every integer in the above range is realizable. 

The cases not covered by the above remark can easily be resolved to provide 

the following remark. 

~emark 4.4: Let G E ~ta,B of order at least 5, for some i = 1 or 2. Then 

peG) = ~ and peG) = a. 

Moreover 

(ii) max{3a - (4-i)2,1} S;; c(G) S;; 4a - 5 + i, if~ = 1 and a ~ 2. 

(iii) 6 S;; c(G) S;; 9, when i = 1, a = 1 and ~ = 2. 

Further, every integer in the above range is realizable. 

Lemma 4.1: For G E!1(n,m), p(G). p(c;) = I ~ 1 ifand only if 

(i) n == O(mod 4), G E ~ * a,p for some integers a and ~ such that n 

=4a~ 

or 

(ii) n = s( mod 4), where 1 S;; s S;; 3 and G E ~ s,a,p for integers a and 13 such 

that n + 4 - s = 4a~. 
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Proof: We give only the proof of (i) as the proof of (ii) is virtually the same. The 

proof of the "if' part follows from Remark 4.1. To prove the "only if' part let us 

assume that n = O(mod 4) and G E ~(n,m) with 

peG) .p(G) = E.. 
4 

Let p(G)= p and p(G) = q. Consider a p-colouring of the vertices of G. Let 

VI, V2, ... , Vp be the induced partition of V(G). Clearly G[Vi] is acyclic for i = 1,2, ... ,p. 

n 
Let IVII = m~xlVi I· Then IVII::::: -. Now 

I P 

n - - IVII n 
- = q = p(G)::::: p(G[Vd)::::: -:::::-. 
4p 4 4p 

Thus 
n - n P 

IVd = - and p(G[Vd) = -. Using the fact that n = 2:IVd, it follows that 
p 4p i=l 

for i = 1,2, ... , P (4.2) 

and 

- n 
P(G[Vi]) = 4p for i = 1,2, ... , p. (4.3) 

Now consider a q-colouring of the vertices of G. Let U I,U2, ... ,Uq be the induced 

partition of V (G) such that G (Ua is acyclic. Using arguments similar to the above 

one can verify that, for all i, IU i I = E. and p( G[U i ]) = ~. Let i and j be integers 
q 4q 

such that 1 ::; i s p and 1 s j s q. Since G [Uj] and G[Vi] are acyclic it follows that 

G[Vi n Uj] and G [Vi n Uj] are both acyclic. This implies that IVi n U j I s 4. Now, 

combining this with the fact that 
q 

"L\Vi n U j \ = 4q 
j=1 

we have 

\Vi n U j \ = 4 for 1 sis p and 1 s j sq. Now since G[Vi n Uj] and G[Vi n 

Uj] are both acyclic it follows that they are isomorphic to P 4, the path on four vertices. 

Thus it is easy to see that G E ~;,q. This completes the proof of (i). o 
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Lemma 4.2: Let G E ~ (n,m), n <: 4 and n' ~ I ~ l Then 

p(G).p(G) :s; B(n, m) 

where 

l H n ; 3 JJ IH n; 3 J1- if m ~ ( ~} 
B(n,m) = 

l ro ; 1 J (l n; II ro ; 1], otherwi se, 

(4.4) 

and ill is an integer such that m ~ (:) + t, 05: t 5: ro -1. Further, this bound is sharp. 

Proof: For the case of m <: (~') it is routine to verify that peG) . p(G)~ B(n,m) for 

G == Hn' ifn is even or both nand n' are odd; and for G == Hn'-l ifn is odd and n' even. 

Let us next assume that m < (~) From Lemma 2.1 it follows that 

p( G) 5: l ro ; 1 J 

lw 2+ 1 J - ~ Let peG) u for 8 ~ O. Now from Lemma 3.3 we have 

peG) 5: (l n; l peG)) ~ (l n; 3 J l ro ; 1 J + 0) 
Therefore 

p(G).p(G) 5:(l ill; IJ-o)(l n;3 H ro; 1J+o) 
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Now it is easy to verify that 2l 0) ; I J -l n; 3 J ,; O. For, otherwise, we arrive at a 

contradiction to the assumption that m < (~') . 

This in turn implies that 

p( G) p( G) ,; l 0) ; 1 J(l n ; 3 J l 0) ; 1 ] 

This proves the inequality (4.4) when m < (~) To establish the sharpnesss consider 

the graph G == He, where 

{

CO -1 
8= ' 

CO, 

if n is odd and co is even, 

otherwise. 

Using simple algebraic manipulations one can easily verify that 

p(G)p(G) = l 0) ; III n ; II 0) ; 1 ] 

This completes the proof. 

The following definition of ~ is used in Theorem 4.1. Let n == i(mod 4), 

i=1,2,3,4. Define ~ as the largest integer such that 4~ divides n + 4 - i and 

(4~-lJ(n+4-i) m:2: 2 4~ - (4 - i)( 4~ - 2). 

Note that for some nand m such a ~ may not exist. 
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Theorem 4.1: Let n == i(mod 4) with i = 1,2,3,4 and G E ~ (n,m). Then 

1 ~ 1 ~ p(G)p(G) 0; B(n, m) 

where B(n,m) is defined as in Lemma 4.2. The upper bound is always sharp. The 

lower bound is sharp iff ~ ~ I and max {31 ~ 1- 2(4 i),I}'; m ,; n - I or ~ ;, 2, where 

~ is defined as above. 

Proof: The upper bound and its sharpness follow from Lemma 4.2. The lower bound 

- n 
follows from Theorem 1.1. Now let G E ~(n,m) be such that p(G).p(G) =-. 

4 

Case (i) i = 4. By Lemma 4.1 it follows that G E ~~,~ for some 8 and <I> such 

that n = 48<1>. By Remark 4.1 

From the definition of~, </> ::;~. If ~ 2: 2, there is nothing to prove. Now if 

~ = 1, then </> = ~ = 1. Thus from Remark 4.1, 3n::; m ::; n 1. Conversely, if ~ = 
4 

3n . 
I and -::; m::; n - 1, then by Remark 4.2, there eXIsts a graph G E ~ (n,m) such that 

4 

p(G).p(G) 
n 
4' If ~ 2: 2, using the fact that 

and Remark 4.2, we have a G as required. 

Case (ii) i * 4. Then by Lemma 4.1 it follows that G E ~i:e,~ for 8 and <I> such that 

n+4-i=48</>. By Remarks 4.3, 4.4 and the definition of ~ it follows that </>::;~. If 

~ 2: 2, there is nothing to prove. If ~ = 1, then </> = 1. Then from (ii) of Remark 4.4 
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max {{ ~ l 2 ( 4 - i),!} ~ m ,; n - L Th e if part can be estab li shed using the Remarks 

4.3,4.4 and the fact that m ~ ±(~). This completes the proof of the theorem. 
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