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Abstract 

In this paper, we study the a-labeling number GO'. of a bipartite graph G. 

1 Introduction 

Unless otherwise stated, all the graphs in this paper are finite and simple. 
For terms and notation used in this paper we refer to the textbook by Bondy and 
Murty [1]. Given a graph G with IE(G)I = q, an injective function f : V(G) -+ 
{O, 1, 2, ... , q} is a f3 -labeling of G provided that the values If ( u) - f ( v) I for the q pairs 
of adjacent vertices u and v are distinct. A f3-labeling is also known as a graceful 
labeling. 

If f is a ,B-labeling of G and there exists an integer A so that for each edge 
uv E E(G) either f(u) ::; A < f(v) or f(v) ::; A < f(u), then f is called an a-labeling 
of G. It is not difficult to see that only a bipartite graph can receive an a-labeling. 
But, not all bipartite graphs have an a-labeling [7]. As a matter of fact, to determine 
whether a bipartite graph has an a-labeling is extremely difficult. This can be seen 
from the following well-known conjecture. 

Conjecture 1.[8] Every tree has a graceful labeling. 

In [9], Snevily introduced the following notion. G is said to eventually have an 
a-labeling provided that there exists a graph H which has an a-labeling and H can 
be decomposed into copies of G. Such a graph H is called a 'host' graph of G, we 
also say G divides H, denoted by GIH. If G eventually has an a-labeling, then we 
let GO'. = min{t: there exists a host graph H of G with IE(H)I = t 'IE(G)I} and call 
GO'. the a-labeling number of G. Otherwise, we let GO'. = +00. As an example, the 
n-cube Qn can be decomposed into 2n

-
1 copies of any tree T with n edges [3] and 
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Qn has an a-labeling [5], thus a tree T eventually has an a-labeling and To ~ 2n- 1 . 

As to a general bipartite graph G, it was conjectured by Snively [9] that Go < +00. 
Recently, the conjecture was proved by EI-Zanati et al. 

Theorem 1.1.[2] If G is a bipartite graph, then Go is finite. 

The upper bound obtained in the proof Theorem 1.1 is huge (around (q2!)2 for 
a graph with q edges!). In order to obtain smaller a-labeling number of a bipartite 
graph other techniques are needed. 

In this paper, we mainly introduce a labeling technique to directly decompose a 
complete bipartite graph into copies of a bipartite graph. And then we obtain smaller 
upper bounds of a-labeling numbers for some classes of bipartite graphs. Finally, 
we also give a pretty small upper bound of a-labeling number for a special class of 
bipartite graphs by a new method. 

2 The main results 

Throughout of this paper, we shall use the complete bipartite graph Km,n as 
the host graph. Therefore we need the following well-known Theorem. 

Theorem 2.1.[7] Km,n has an a-labeling. 

Now, if Km,n can be decomposed into copies of G, then we have Go ~ I;(~~I' 
For example, the following result shows a class of regular bipartite graphs with small 
a-labeling number. 

Theorem 2.2.[4] Let G be a 3-regular bipartite graph on 4m vertices such that no 
component of G is the Heawood graph. Then K 6m,6m can be decomposed into 6m 
copies of G. Thus Go ~ 6m. 

Before we consider a more general class of bipartite graphs, we need a definition. 
Let G = (U, V) be a bipartite graph such that U = {Ul' U2, ... , ur } and degc( Ui) = di 

for 1 ~ i ~ r. A partial (3-1abeling f of G on V is an injection from V into N such 
that {f(v)(mod di ) I v E NC(Ui)} = {O, 1, 2, ... , di - 1} for each 1 ~ i ~ r. Figure 
2.1 is an example. For convenience, we will take q to replace the element ° in Zq for 
each positive integer q throughout this paper. 
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1 2 3 4 7 5 6 

Figure 2.1 

Theorem 2.3. Let G = (U, V) be a bipartite graph with n edges and let G contain 
a partial (3-1abeling f on V. Then for each positive integer m satisfying that m 2: 
max{f(v) I v E V} and l.c.m.{degG(u) I U E U}lm, Kn,m can be decomposed into m 
copies of G. 

Proof. Let U = {UI' U2, ... , Ut} and degG(ui) = di for convenience. For 1 ::; i ::; t, 
let Si = {Ui,l,Ui,2, ... ,Ui,dJ and V' = {1,2, ... ,m}. By letting U' = U;=ISj and 
connecting each vertex of U' to each vertex of V', we obtain a complete bipartite 
graph G' = (U' , V') ~ Kn,m. Now we are ready to decompose Kn,m into m copies of 
G. 

For j = 1,2, ... , m, let Gj = (Uj , Vj) be a bipartite graph defined as follows: 

(i) Uj = {Ui,j (mod di) 11 ::; i ::; t}; 

(ii) Vj = {(J(v) + j)(mod m) I V E V}; and 

(iii) E j is the set of edges joining Ui,j (mod d;) and (J(v) + j)(mod m) for each 
v E NG(Ui), i = 1,2, ... , t. 

By definition, it is not difficult to see that Gj ~ G for each j = 1,2, ... , m. It is 
left to show that GI , G2 , •.. , Gm form a decomposition of Kn,ml i.e., for each pair of 
distinct i and j, 1 ::; i,j ::; m, Ei n E j = 0. Suppose not. Let Uk,xY E Ei n E j . Then 
x == i == j(mod dk) and there exist two distinct vertices VI and V2 in N(Uk) such that 
f(Vl)+i == f(V2)+j == y(mod m). This implies that f(VI)- f(V2) == j -i == O(mod dk ) 

since dklm. Hence, by the reason that f is a partial (3-1abeling on V, VI = V2. This 
is a contradiction and we conclude the proof. I 

We note here that {degG(u) I U E U} (in Theorem 2.3) is a partition of n , and 
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its I.c.m. is bounded by Landau's function g(n) which is the maximum order of an 
element of the symmetric group Sn. The function g(n) is a well-studied function in 
number theory. It was proved by Landau (see [6]) that logg(n) rv Vnlogn. Hence, 
for a bipartite graph G = (U, V) with n edges, if it contains a patial j1-1abeling f 
on V and f(v) ::; O(g(n)) for each vertex v E V, then G a has an upper bound 

eO(VnIOgn). For example (see Figure 2.2), if G = (U, V) and each vertex of U is 
adjacent to consecutive vertices (ordered) in V, then G has a partial j1-labeling f on 
V and max{f(v) I v E V} = IVI. Thus, the following result is obvious. 

1 2 3 4 5 6 7 

Figure 2.2 

Proposition 2.4. Let G = (U, V) be a bipartite graph with n edges such that the 
order of the vertices of V is fixed and each vertex of U is joined to consecutive ver­
tices of V. Then G a ::; eO(Vnlogn). 

In [9], Snevily pointed out that if T is a tree with n edges, then by the fact that 
an n-cube Qn has an a-labeling and Qn can be decomposed into 2n- 1 copies of T 
we have Ta ::; 2n- l

. But, this upper bound is too big and Snevily believes that 
Ta ::; n. In what follows, we first claim that for each tree T there exists a good 
partial j1-1abeling, and then find a better upper bound for Ta. 

Proposition 2.5. Let T be a tree with n edges, then Ta ::; eO(Vnlogn). 

Proof. Since T is a bipartite graph, let T = (U, V) and U = {UI, U2, ,." us}. Further­
more, let degT ( Uj) = dj, j = 1, 2, .,., s. Now, define a collection of ascending subtrees 
of T recursively. Let Tl be the subtree induced by NT[UI], where NT[UI] is the union 
of {ud and NT(UI) the set of vertices which are adjacent to UI. Let Ti+l be the sub­
tree induced by V(Ti) U NT [Ui+1], i = 1,2, ... , s - 1. Note that IV(1i) n NT [Ui+1] I = 1 
for each i = 1,2, ... , s - l. Let these common vertices be denoted by VI, V2, ... , Vs-I' 

By the idea of Theorem 2.3, it suffices to obtain a partial j1-labeling on V, and 

126 



the labeling f can be obtained recursively by the following steps: 

(i) Use the elements in {I, 2, ... , dr} to label the vertices in NT(UI). 

(ii) For i = 1,2, ... , s - 1, use the elements in fEi=1 dk + l I l = 1,2, ... , di+l and 
Ei=l dk + l =1= f(Vi) (mod di+1)} to label the vertices in NT (Ui+1)\{Vi}. 

Now, it is not difficult to check that f is a partial j3-labeling on V and the max-
imum label we use is at most L:i=l di = IE(T) I = n. This concludes the proof. III 

Note that eOCVnlogn) is far less than 2n- 1 when n is sufficiently large, since 
ectCVnlogn) 

limn-too = a where CI is a positive constant. Actually, for some classes of 

trees, the upper bounds are pretty small. For example, let T = (U, V) be a tree with 
n edges. If the degrees of vertices in U are the same, then To: ::; O(n). 

Finally, we will show a class of bipartite graphs with smaller a-labeling number 
by a new technique. 

Proposition 2.6. Let G = (A, B) be a bipartite graph. Suppose A can be partitioned 
into r subsets AI, A2, ... , Ar such that for 1 ::; i ::; r, the subgraph of G induced by 
G i = (Ai, B) is a star forest which spans B. Then Go: ::; max{IAII, IA21, ... , IArl}. 

Proof. Let q= max{IAll, IA2 /, .•• , IArl}. First, we claim that Kq,IBI can be decom­
posed into q copies of Gi for each 1 ::; i ::; r. Given some k, 1 ::; k :::; r, let 
Ak = {aI, a2, ... , as} and B = {bl , b2, ... , bt} where IAkl = sand IBI = t. We also 
let G = (U, V) such that U = {Ul' U2, ... , uq}, V = {VI, V2, ... , Vt} and UiVj E E(G) 
for 1 :::; i ::; q and 1 :::; j :::; t. Clearly, 0 e:! Kq,IBI' Now let Gl = (Ul, V) be a 
subgraph of G for each 1 :::; 1 ::; q such that lUll = {Ul+i-l (mod q) I i = 1,2, ... , s} 
and Ul+i-l (mod q)Vj E E(Ol) if and only if aibj E E(Gk ) for 1 ::; i ::; sand 1 :::; j :::; t. 
Therefore, Ol e:! Gk • Furthermore, Kq,IBI can be decomposed into 0 1,02, ... ,oq. 
Now, we first decompose Krq,IBI into 0 1, Ch, ... , Or such that Oi e:! Kq,IBI for 1 :::; i :::; r. 
Then Krq,IBI can be decomposed into q copies of G by choosing a copy of Gi in each 
Gi and we have the proof. III 

As a special case of Proposition 2.6, we prove that for the class of star forests 
with n edges and no isolated vertices, the upper bound of the a-labeling number 
is not greater than n. In fact, we can prove the upper bound is two by a simple 
observation. Since any two isomorphic star forests with no isolated vertices can be 
combined to a caterpillar which has an a-labeling. 
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