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Abstract 

Computing techniques are described which have resulted in the establishment 
of new results for the queens domination problem. In particular it is shown that 
the minimum cardinalities of independent sets of dominating queens for 
chessboards of size 14, 15, and 16 are 8, 9, and 9 respectively, and that the 
minimum cardinalities of sets of dominating queens for chessboards of size 29, 
41, 45, and 57 are 15, 21,23 and 29 respectively. As a by-product the numbers of 
non-isomorphic ways of covering a chessboard of size n with k independent 
queens for 1 :; n :; 15 and 1 :; k :; 8, as well as the case n = 16, k = 8, are 
computed. 
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1. Introduction 

Chessboard problems have been of interest to combinatorialists and puzzle
solvers for centuries. For example, Rouse Ball [3] attributes a problem 
involving the movement of knights on a chessboard to Guarini in 1512. In fact, 
the range of problems and extent of research in this area has been quite massive, 
as described in Rouse Ball [3] and Gardner [10]. 

A particular class of chessboard problems involves determining the minimum 
number of chess pieces required to attack all squares of a chessboard, sometimes 
with additional constraints. In this paper we ask the following questions: 

(1) What is the minimum number of queens that can be placed on an n x n 
chessboard so as to ensure that each square is attacked by at least one queen? 
This minimum is called the domination number y(n). 
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(2) What is the minimum number of mutually non-attacking queens that can be 

placed on an n x n chessboard so as to ensure that each square is attacked by 
at least one queen? This minimum is called the independent domination 
number i(n). 

While the answers to these questions are currently not known for all values of 
n, a variety of upper and lower bounds on these numbers have been 
established, and exact values found for a range of small values of n. In this 
paper we describe exhaustive and non-exhaustive search techniques that have 
been used to determine y(n) and i(n) for small values of n. A number of new 
results are produced from this work. The methods also have the potential to 
solve many other varieties of chessboard problems. 

2. Definitions and previous results 

A generalised n x n chessboard consists of n2 cells arranged in n rows and n 
columns. The queen is a chess piece that can move any number of squares in a 
horizontal, vertical or diagonal direction. A square to which a queen may 
move is said to be attacked by that queen. 

Covering problems involving queens on a chessboard are related to covering 
problems in graphs in the following way. From an n x n chessboard form the 
queens graph Qn with n2 vertices corresponding to the chessboard cells and with 
two vertices adjacent if and only if the cell corresponding to one of the vertices is 
attacked by a queen placed on the cell corresponding to the other vertex. (Note: 
similar graphs may be defined for other chess pieces.) Given a graph C = (V, E) a 
set of vertices D in V is a dominating set if every vertex in V \ D is adjacent to at 
least one vertex in D. The domination number of C, denoted by ')1C), is the 
minimum cardinality of a dominating set in C. A set of vertices S in V is 
independent if no two vertices in S are adjacent to each other. The independent 
domination number of C, denoted by i(C), is the minimum cardinality of an 
independent dominating set in C. 

Determining ')1C) and iCC) in general is NP-Hard. Determining the answers to 

questions (1) and (2) in section 1 corresponds to determining y(C) and i(n) for the 
special class of queens graphs. 

The first explicit statement of the queens domination problem (QDP) was due to 
Abbe Durand in 1861. This work was followed closely by De Jaenisch [7] and the 

first eight values of ')1Qn) were reported by Rouse Ball [3]. Although there is 
currently no mathematical proof that these values are correct, they have been 
verified by computer. Ahrens [2J has discussed the three problems of (1) finding 

f{Qn)' (2) finding i(Qn)' and (3) finding y(Qn) but with the additional constraint 
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that every queen must be attacked by at least one other queen. He found that for 
values of n not exceeding 12, 11, and 9 respectively, the answers to all three 
questions lie in the interval [(n-l)12, (n+2)12]. 

Until quite recently no non-trivial upper and lower bounds for the QDP were 
known. Welch (private communication to Cockayne [6]) was the first to derive 
an upper bound for QDP. This is shown in the following theorem, the proof of 
which can be found in Cockayne [6]: 

Theorem 2.1 (Welch) 

Let n = 3q+r where 0 5r < 3. Then !<Qn) ~ 2q+r. 

From this it follows that J{Qn) 5 2nl3 + rl3 where r = n mod 3. Spencer (private 

communication to Cockayne [6]) has shown that y(Qn) ~ (n-l)12 , thereby 
establishing, for all n, the lower bound observed by Ahrens [2] for small n. 

A large number of refinements have followed, most of which were aimed at 
special cases of n (d. Grinstead, Hahne and Van Stone [12], and Fricke et al [9]). 
Perhaps the most significant of these refinements is for the special case of n = 
4k+1. Here the following lower bound has been established by Weakley [16J: 

Theorem 2.2 (Weakley) 

!<Q4k+l) ~ 2k + 1 for all k ~ O. 

Weakley also exhibited cases where !<Q4k+l) = 2k + 1 for k = 3,4,5, 6, and 8. This 
was extended to include the cases for k = 9, 12, 13, and 15 when Burger, 
Mynhardt and Cockayne [5] constructed symmetric dominating sets. The value 
J{Q1S) = 9 was determined by Alice McRae [9] who used a genetic algorithm to 

exhibit a covering of an 18 x 18 chessboard by 9 queens, thereby achieving the 
lower bound of Spencer. 

The current best upper bound for y(Qn) has been established by Burger, 
Cockayne and Mynhardt[4]: 

Theorem 2.3 (Burger, Cockayne and Mynhardt) 

There are also bounds for the independent queens domination problem (IQDP). 

Clearly y(Qn) 5 i(Qn)' In addition the first eight values of UQn) were attributed 
by Ball [3] to De Jaenisch [7]. While there is currently no mathematical proof 
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these values have been confirmed by computer. The values of i(Qn) for 1 :; n :; 
25 have been investigated by Weakley [16]. 

The first upper bound for i(Qn) was given by Cockayne [6]: 

Theorem 2.4 (Spencer and Cockayne) 

i(Qn) :; 0.705n +0.895. 

This was refined by Grinstead, Hahne and Van Stone [12] to: 

Theorem 2.5 (Grinstead, Hahne and Van Stone) 

A summary of the current information we have on the values of J<Qn) and i(Qn) 
for small values of n is given in Table 2.1. A summary of what is currently 

known about r(Q4k+l) is given in Table 2.2. 

n 1 2 3 4 5 6 7 8 9 10 11 12 13 

J<Qn) 1 1 1 2 3 3 4 5 5 5 5 6 7 

i(Qn) 1 1 1 3 3 4 4 5 5 5 5 7 7 

n 14 15 16 17 18 19 20 21 22 23 24 25 

J<Qn) ~8 ~9 ~9 9 9 ~10 ~11 11 ~12 ::::;13 ~13 13 

i(Qn) ~8 ~9 ~9 9 ~10 ~11 ~11 11 ~13 ::::;13 ~13 13 

Table 2.1 

k 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
n 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 

J<Qn) 5 7 9 11 13 ::::; 17 19 ::::; ::::; 25 27 29 31 ~ 

17 23 25 35 

Table 2.2 

It can be seen from Table 2.1 that there are only three values of n (viz. 4 16 and 
12) for which it is known that y(Qn) < i(Qn). Fricke et al [9] have made the 
following conjecture: 
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Conjecture 2.5 (Fricke et al) 

For n sufficiently large, r<Qn) = i(Qn)' 

3. Non-existence by exhaustive search 

Table 2.1 indicates that the first unknown value of i(Qn) is n = 14 where i(Q14) = 
7 or 8. To settle this case we need to either exhibit an independent dominating 
set of cardinality 7, or show that one does not exist. This can be achieved by an 
exhaustive backtrack search. 

Backtracking is one of the oldest methods for exhaustive search and has been 
well described in the literature. A summary of the backtracking method as 
applied to the construction of combinatorial structures can be found in Gibbons 
[11]. Key features affecting the efficiency of a backtrack search are the early 
detection of partial solutions which cannot be extended to a complete solution, 
and the recognition of partial solutions that are equivalent (or isomorphic) to 
partial solutions generated earlier in the search. We describe the feasibility and 
isomorph rejection checks that can be used in a backtrack search for the 
independent queens domination problem. 

We begin by considering the well-known n-queens problem: "Can n mutually 
non-attacking queens be placed on an nx n chessboard?". Since a valid solution 
must contain exactly one queen in each column, we can represent a solution as 
a vector (x11 .... , xn-1Ixn) E { 1 ... n}n where Xi is the row number of the queen in the 
ith column. We define a set {h, "'1 fn-11 fn} of feasibility functions as follows: 

or 

'tfkE{1 , "'1 n-1, n}, A(X11 .... , Xk-1Ixk) = true 

iff If 0< i < j < k+l Xi ~ Xj (no queens in same row) and 
I Xi - Xj I ~ I i-j I (no queens in same diagonal) 

h(X1) = true 
For k>l, A(x11 .... , xk-1Ixk) = A-1(x11 .... , xk-2Ixk-1) 

and If i < k, Xi ~ xk (no queen in same row as kth queen) 

and If i < k, I Xi - xk I ~ I i-k I (no queen in same diagonal as 
kth queen) 

The above formulation of the feasibility functions requires a search to determine 
the value of A(x11 .... , xk-1IXk)' This can be avoided by maintaining the following 
data structures: 

array raw[1 .. n}: row[i} = true iff no queen in row i 
array down[l-n .. n-l}: down[i-j} = true iff no queen in down diagonal i-j 
array up[2 .. 2n}: upfi+j} = true iff no queen in up diagonal i+j 
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We can now define the feasibility functions as: 

!1(XI) = true 
For k>l, A(xl, .... , Xk-l,xk) = A-I (xl, .... , Xk-2,xk-l) 

and row[xk] and down[xk - k] and Up[xk + k] 

Fitting these definitions into the general backtracking algorithm framework 
outlined in Gibbons [11], we extend a partial solution (Xl, .... , Xk-l,Xk) (k<n) only 
if A(XI, .... , xk-l,xk) = true. Since we are interested only in the existence of a non
attacking arrangement of n queens, we would continue the search until either a 
solution is obtained, or until the search is complete. 

Now suppose we wish to generate all possible solutions to the n-queens 
problem. Among all such solutions, many will be equivalent in the sense that 
they can be generated from others by a series of rotations and/or reflections. A 
simpler, but equivalent, task therefore would be to generate just a complete set 
of non-equivalent solutions. This will allow us to incorporate some powerful 
isomorph rejection techniques along the way. Suppose we have constructed a 
partial solution, and find that it is equivalent to a partial solution that has 
already been generated earlier in the search. Then there is no need to further 
consider the current partial solution, since it, and all its extensions, are 
equivalent to partial solutions that have already been fully considered. That is, 
we can reject the current partial solution, pruning it and all its extensions from 
the search tree. 

To recognise equivalent partial solutions we need to specify precisely the 
equivalence operations acting on the chessboard. Assume that the chessboard 
squares are labelled U,j), i=O,l, ... ,n-l, j=O,l, ... ,n-l, with i being the row index and 
j being the column index. The top left square is labelled (0,0) and the bottom 
right square labelled (n-l,n-1) (as in Figure 4.1). Then the equivalence operations 
are as follows: 

Operation Notation Square mapping 

Identity (i,j) -?- (i,j) 

Rotation anticlockwise by 90 C1 (i,j) -?- (n-I-j, i) 

Rotation anticlockwise by 180 C2 (i,j) -?- (n-I-i, n-I-j) 

Rotation anticlockwise by 270 C3 (i,j) -?- (j, n-I-i) 

Reflection about up diagonal D1 (i,j) -?- (n-I-j, n-I-i) 

Reflection about down diagonal D2 (i,j) -?- (j,i) 

Vertical reflection R1 (i,j) -?- (n-l-i,j) 

Horizontal reflection Rl O,j) -?- (i,n-I-j) 
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This set of operations forms a group (the dihedral group) under the action of 
composition. We say that configurations A and B are equivalent if B can be 
obtained from A by a sequence of operations from the above set. 

Actions in the group are applied as partial solutions are constructed, and can be 
used to reject partial solutions that are equivalent to other partial solutions that 
have already been considered earlier in the search. Since we are generating 
partial solutions systematically in increasing lexicographical order, a partial 
solution is identified as having been generated earlier in the search if it is 
lexicographically less than the current partial solution. Note that the technique 
of isomorph rejection is also useful in an existence search, since equivalent 
non-solutions are culled out also in the search process. 

Equivalence checking can be added to the feasibility check for a partial solution. 
If this is done to the n-queens enumeration algorithm then only non-equivalent 
solutions are produced by the algorithm. 

We now return to the original problem of covering an n x n chessboard by a set 
of k (~n) independent queens. A solution to this problem can be obtained by 
modifying the above algorithm for the n-queens problem. A solution to the k 
independent queens problem will necessarily have one queen in each of k 
columns. We can therefore proceed to enumerate each of the nCk k-column 
subsets in increasing lexicographical order, and for each k-subset perform a 
backtrack search for an arrangement of k independent queens placed in the k 
columns so as to cover all squares of the chessboard. The same feasibility checks 
can be applied as with the n-queens algorithm, with the additional check that an 
arrangement of k-queens covers all squares. Isomorph rejection is again a 
powerful tool, but needs to be used with some care. 

Suppose we are backtracking to find all arrangements of k queens using the 
column subset (cl1 c21 ... I ck) (Cl<c2< .. , < ck), and have generated a partial feasible 
solution P involving h s k queens placed in columns cl, c21 ... I ch. For each of 
the 7 non-identity transformations obtain an equivalent partial solution P' 
involving the h columns d 1, d2 , .,. , dhl d1<d2< ... < dh' We carry out the 
following isomorph rejection checks on p': 

(i) If (d 11 d 21 ... I dh) < (cl1 c21 ... I Ck) reject P as it and all extensions to it are 
equivalent to partial solutions considered during the enumeration of an 
earlier k-subset of columns. 

(ii) If (d 11 d 21 ... I dh) > (cl' c21 ... I ck) we cannot reject P at this stage as P' 
possibly belongs to a future k-subset of columns. We must continue to 
extend P. 
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(iii) If (d 1, d2, ... , dh) = (Cl' C2, ... ,ck) in general we cannot reject P as the 
extension of P may produce an equivalent partial solution involving a k
subset of columns not yet investigated. However, under special 
circumstances we can consider a rejection. If we know that under the 
equivalence operation currently being used any extension of P uses a set of 
columns lexicographically ~ (cl' c2, ... , ck)' then we can reject P if P' is 
lexicographically less than P, since P and all extensions to it are equivalent 
to partial solutions considered either earlier in the search of the current k
subset of columns, or in the search of an earlier k-subset of columns. We 
know that the column subset will be preserved under the vertical reflection 
R1, and we know that the column subset will not increase if ch ~ n-l. 
There are other conditions where this constraint is true (for example 
involving the horizontal reflection R2) but we did not consider it cost 
effective to carry out all these checks. 

The algorithm was implemented in the language C on a DEC ALPHA 3000/600 
workstation, producing the results in Table 3.1. New results from Table 3.1 are 
that UQ14) = 8, i(QlS) = 9, and i(Q16) = 9. A side-effect of the searches is the 
enumeration of all non-equivalent ways of covering a chessboard of size n with 
k independent queens for 1 ~n ~ 15 and 1 ~ k ~ 8, as well as for n = 16, k = 8. 

4. Existence by probabilistic search 

The previous section deals with a situation where we show that an upper bound 
of u queens is tight by establishing the non-existence of a solution with u-l 
queens. In this section we show that a lower bound of I queens is tight by 
producing a solution with I queens. To cope with larger cases than the ones 
investigated in section 3 where we are confident that a solution exists we use a 
probabilistic (non-exhaustive) approach. 

Various probabilistic techniques have been successful in solving structural 
existence problems of this type (for a summary see Gibbons [11]). One method 
which been particularly popular is that of simulated annealing (Aarts and Korst 
[1], Metropolis et al [15], van Laarhoven [14], and Kirkpatrick, Gelatt Jr. and 
Vecchi [13]). While a complete description is given in Gibbons [11] we provide a 
brief summary here. 

The search operates within a set L of feasible solutions. A cost c(i) is associated 

with each i E L, and the task is to find an optimal solution with overall 

minimum cost. For each i E L we define a set T j of transformations each of 
which can be used to change i into a closely related feasible solution j. The set of 
solutions that can be reached from i by applying a transformation from T j is 
called the neighbourhood N(O of i. The simulated annealing algorithm is 
related to that of hill-climbing. Starting with a randomly chosen current feasible 
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n k # of non-equivalent solutions Time 
1 1 1 -
2 1 1 -
3 1 1 -

4 2 0 -
4 3 2 -
5 2 0 -
5 3 2 -

6 3 0 -
6 4 17 -

7 3 0 -

7 4 1 -

8 4 0 -

8 5 91 0.1 sec 
9 4 0 0.1 sec 
9 5 16 0.4 sec 
10 4 0 0.4 sec 
10 5 1 1.6 secs 
11 4 0 1.0 secs 
11 5 1 5.9 secs 
12 6 0 1.4 mins 
12 7 105 3.7 mins 
13 6 0 5.3 mins 
13 7 4 19.6 mins 
14 7 0 1.5 hours 
14 8 55 4.5 hours 
15 8 0 23.5 hours 
15 9 1314 58.4 hours 
16 8 0 113.7 hours 

Table 3.1 

solution i we generate a random j E N(i) and compute the cost difference .1ij= 
c(j) - c(i). If L1ij ~ 0 we move to j as the current feasible solution. If .11j > 0 we 

accept j as the current feasible solution with probability e-.1 i/T where T is a 
control parameter known as the temperature. This acceptance rule is known as 
the Metropolis criterion. Initially the control parameter is given a large value 
and a sequence (or Markov chain) of trials is, generated. After each such 
sequence, the control parameter is lowered. After an appropriate stopping 
condition is met, the final configuration is taken as an approximation to the 
optimal solution. 
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Suppose T k is the value of the control parameter and L k the length of the 
Markov chain generated at the kth iteration of the simulated annealing 
algorithm. Then a pseudo-Pascal description of the simulated annealing 
algorithm is as follows: 

Set T 1, L1 and a; k:=l; Generate an initial feasible solution i; 
repeat 

repeat Lk times 
begin 

Randomly generate j from N(i); 

,1ij= e(j) - em; 

if ,1ij sO or random[O,1) < e-L1ij!Tk then i := j; 
end; 

Tk+1:= aTk; 

Set Lk+1; 
k := k+1; 

until stop condition is met 

In the above algorithm random[O, 1) returns a random number generated from a 
uniform distribution on the interval [0, 1). 

The performance of the algorithm will be influenced by the following factors: 

(i) The value of T1. 

(ii) The value of the control decrement a. 
(iii) The Markov chain length Lk for each k. 
(iv) The choice of stopping condition. 

The specification of these parameters constitutes a cooling schedule. 

This algorithm will now be applied to the production of dominating sets of not 
necessarily independent queens for the case n = 4k+1. Here Weakley [16] has 

shown that Y(Q4k+1) ~ 2k+1 for all integer values k. So if we can build a 

dominating set of 2k+1 queens we will establish that J{Q4k+l) = 2k+1. 

For example, with k = 3 a dominating set of size 7 is shown in Figure 4.1. On 
this chessboard the rows and columns have been numbered from 0 to 12, and so 
each square can be classified as odd-odd, odd-even, even-odd and even-even 
according to the parity of its corresponding row-column components. Notice 
that the dominating set in the above case has the property that there is exactly 
one queen on each of the 2k+ 1 even rows and columns. So to check that the set 
does in fact dominate the board we need only check that each of the (shaded) 
odd-odd squares is dominated diagonally by a queen. If we restrict our attention 
to this type of solution then we can compress the even rows and columns to 
lines and represent the covering of Figure 4.1 as shown in Figure 4.2. 
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In this representation queens are restricted to the 2k+ 1 horizontal and vertical 
lines, and must dominate diagonally all the 2k x 2k squares. Such an 
arrangement can be represented by a vector S = (Xo, xl, .... ,x2k) where the queen 
on vertical line i is placed on horizontal line xi' This representation allows the 
formulation of a simulated annealing search for a dominating set. Note that the 
non-existence of such a solution does not necessarily preclude the existence of a 
dominating set of size 2k+ 1 of another form. 

0 1 2 3 4 5 6 7 8 9 10 11 12 

0 

1 

2 

3 

4 

5 

6 

7 

8 Q 

9 

10 

11 

12 

odd-odd square [§J occupied square 

Figure 4.1 Covering of 4k+l x 4k+l board where k = 3 
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o 1 2 3 4 5 6 

o 

1 

2 

3 

4 

5 

6 

Figure 4.2 Compressed representation of covering of Figure 4.1 

We begin by randomly placing 2k+l queens on the 2k+l horizontal and vertical 
lines. The cost of this solution is the number of uncovered squares. We then 
randomly choose two queens at positions (xl, Yl) and (x2' Y2) and investigate 
replacing them at positions (x2, Yl) and (xl, Y2). This interchange preserves 
coverage of all horizontal and vertical lines. The new configuration is accepted 
according to the Metropolis criterion. An example of such an interchange is 
shown in Figure 4.3: 

0 1 2 3 4 5 6 o 1 2 3 4 5 6 

0 0 

1 1 

2 2 

3 3 

4 4 

5 5 

6 6 

Cost = 10 Cost = 2 

Figure 4.3 A pairwise queen exchange, before and after 
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For our stopping condition we set a limit of the number of consecutive Markov 
chains in which the maximum and minimum cost for each Markov chain 
remains unchanged. This limit is termed the freezing factor. 

Determining the optimal values of parameters in the cooling schedule is crucial 
to the development of an effective algorithm. While some theoretical 
guidelines are available (cf Aarts and Korst [1]), in practice these values must be 
set empirically by experimentation (cf Elliott and Gibbons [8]). For this 
application we used the following ranges of values in the cooling schedule: 

Initial temperature 1.0 - 5.0 

Control decrement a .995 - .9995 

Markov chain length 1000 - 5000 
Freezing factor 12 

Table 4.1 

One final modification must be mentioned. In many optimisation problems we 
are happy to accept a good approximation to an optimal solution. In this case 
however an approximate covering is of no use - we are only interested in an 
arrangement which has cost 0 and thus covers all squares on the board. The 
simulated annealing algorithm must therefore be repeatedly run until an 
optimal solution is found. 

Using the simulated annealing algorithm the new results in Table 4.2 were 
obtained. Each solution is represented by a vector (XO' xl, .... ,x2k) where the 
queen on vertical line i is placed on horizontal line xi' 

k n Dominating set of size 2k+ 1 
7 29 (10,3,6,11,14,1,5,13,9,7,2,4,12,0,8) 

10 41 (14,11,6,19,16,1,7,9,2,12,18,8,4,13,20,3,0,15,17,5,10) 

11 45 (14,5,2,13,20,7,15,3,0,10,22,19,11,12,8,21,4,1,16,9 ,6,17,18) 

14 57 (18,2,22,9,6,27,10,7,0,25,24,14,17,23,26,12, 15,3,8, 13,28, 1,20,5, 19,21,4,11,16) 

Table 4.2 

Typical run times to generate these solutions on a DEC ALPHA 3000/600 
workstation are displayed in Table 4.3. 
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k n Run time 

7 29 10 secs 
10 41 1 minute 
11 45 50 minutes 
14 57 83 minutes 

Table 4.3 

In these solutions the placement of queens on Q4k+ 1 with exactly one queen on 
each even row and each even column is similar to that of Burger, Mynhardt and 
Cockayne [5], but differs by not requiring a queen on the central square, and by 
not requiring that the queens placement be symmetric in any way. This 
relaxation was essential in finding solutions, since it has been shown by 
exhaustive search in [5] that no such (symmetric) solutions exist for k = 7, 10, 11, 
and 14. 

5. Conclusions 

The application of dominating queens has provided a very nice example of 
when exhaustive and non-exhaustive search techniques are useful. 

Using an exhaustive approach we were able to settle and confirm values of i(Qn) 

for 1 ~ n ~ 16. A side-effect was to count all possible non-equivalent ways of 
covering a chessboard of size n with k independent queens for 1 ~ n ~ 15 and 1 
~ k ~ 8, as well as for n = 16, k = 8. Using the dihedral group of rotations and 
reflections acting on the chessboard is essential in obtaining a workable 
isomorph rejection strategy. As we were able to use the whole group in this case 
we were able to implement a total isomorph rejection strategy, so that only non
isomorphic solutions were generated. In many cases involving backtracking the 
groups are very large so that only a subgroup can be used during the 
construction. While this often cuts down the search time substantially, the 
output solutions must later be checked for possible isomorphisms. 

With the dominating queens problem the unknown cases were much larger. 
Here we were confident of achieving a solution corresponding to a lower bound 
and were able to do so using a (probabilistic) simulated annealing approach. For 

the case n = 4k+l we were able to determine y(Qn) for four new values of n, 

thereby confirming that Y(Q4k+l) = 2k+l for 2 ~ k ~ 15. This provides additional 

evidence to support a possible conjecture that Y(Q4k+l) = 2k+l for all k ~ 2. 

The techniques described in this paper could easily be applied to many other 
chessboard problems. 
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