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Abstract 

Ramp 

schemes are means by which a (large) secret can be shared 
among a group of participants in such a way that only sets of at least 
k participants can reconstruct the secret and the amount of information 
that of less than k participants can obtain is strictly controlled. This 
is of the concept of a threshold scheme. The 
current theory concerning ramp schemes will be here 
alongside some new results. We consider the class of strong ramp 
schemes and provide a combinatorial classification of optimal ramp 
schemes by showing their equivalence to ideal threshold schemes. A re­
view of the previous literature will be presented. 

1 Introduction 

A secret shar'ing scheme is a method of distributing a secret among a group of 
participants. Each participant is issued with a share of the secret and only if certain 
pre-specified groups of participants pool their shares can the secret be completely 
reconstructed. The collection of groups that are permitted to reconstruct the secret 
is known as the access structure. Groups not in the access structure are said to be 
unauthorised. If there are n participants and the access structure consists of all the 
subsets of at least k of these participants (k ~ n) then the scheme is described as 
a (k, n )-threshold scheme. Secret sharing schemes have many potential applications, 
particularly to the area of cryptographic key distribution, and the interested reader 
is directed to [14] for further details. We note that the schemes under discussion 
here are all unconditionally secure. In other words, the security is independent of the 
amount of time and resources available to an opponent who is trying to break the 
scheme. 
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The first of secret sharing schemes [1 L [13] appeared in the published 
literature in 1979. These were of threshold schemes. The former used 
polynomials over a finite field and the latter used of an affine geome­
try to construct their schemes. Secret sharing schemes are said to be perfect if no 
unauthorised group of can obtain any information-theoretic knowledge 
about the value of the secret. It is a simple exercise to verify that in any perfect 
secret sharing scheme the size of each share must be at least the size 
of the secret. If the secret to be shared is very then the constraint the 
shares must be at least this large may be restrictive (in [12] schemes were discussed 
within the context of distributed computing where the secret could be a very large 
database). Hence the study of what have come to be known as ramp schemes comes 
from the need to consider threshold schemes for which there a tradeoff between 
share size and security. 

The rest of the paper is structured as follows. Firstly, a summary of the known 
results about ramp schemes is presented. We also prove some new results about 
linear ramp schemes. This will be followed by discussion of the special class of 
ramp schemes known as strong ramp schemes. A classification of optimal strong 
ramp schemes in terms of ideal threshold schemes is We conclude with a short 
summary of the literature on ramp schemes. 

2 

Following the of [3], [5] and ramp schemes will be defined from an 
information theoretic viewpoint. Let P denote collection of n participants, and let 
S denote the secret. For each PEP, let (P) be the finite set of shares which may be 
given to P, and let (S) be the finite set of values of the secret. Suppose there exists 
a probability measure P on n, the cartesian product of (P) (for all PEP) and (S). 
For each lQ En we write lQ (WX)XE1Y U{S} (where Wx E (X)). Let.A ~ P u {S} 
and lQ E n. Let 1!LA (wx )XEA) let (A) {lQA IlQ E n} and let X(A) be the 
random variable defined by the projection X(A): n f-t (A). The measure P induces 
the probability mass function PA of X(A) on (A) such that for each!f E (A), 

p(lQ). 

The entropy of A is defined to be 

H(A) = H(X(A)) - I:: PA(!f) log2 PA(!f). 
!£E(A) 

Let B ~ P U {S}. The measure P induces the conditional probability mass function 
PAIB such that for each !f E (A) and 1L E (B), 
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We define the conditional entropy of A as 

H(AIB) = H(x(A)lx(B)) = -
~E(B)~E(A) 

Given P U {S} the following identity can be derived: 

H(AB) = H(A) + H(BIA). 

It can also be shown that for C ~ p U {S}, 

H(AIBC) S H(AIB). 

For , ... , B ~ P U {S} it follows from (1) that 

H(Al .. AnIB) H(AIIB) + H(AzIAIB) + ... + H(AnIAl .,. An-lB). (3) 

The following relation, derived from (2) and (3), is also useful: 

(4) 

N ate that we consider the string AI... 0 to be empty and we let 
H(O) O. For a fuller explanation and of the basic properties of entropy 
see [15, pp. 1-13]. Let 0 S c < k S n. We say that P U {S} and p form a 
(c, k, n )-ramp scheme when the following conditions are satisfied: 

1. If A ~ P and IAI ~ k then H(SIA) Q. , 

2. If A P and IAI s c then H(SIA) H(S). 

A ramp scheme can thus be thought of as a collection of (n + I)-tuples from n. 
Each of these tuples is called a distribution rule. To implement the ramp scheme 
a distribution rule lQ selected with p(lQ) and participant P is 
share Wp. The value of the secret under this distribution rule is Ws. For each 
participant P the quantity H(P) is referred to as the size of P's share. H(P) is 
an approximation of the average number of bits needed to P's share and 
satisfies Q S H(P) s I(P)I· 

A ( k, n )- threshold scheme is a (k - 1, k, n )- ramp scheme. Since the main 
reason for defining ramp schemes is to allow the size of shares to be reduced compared 
to perfect threshold schemes, it is worth determining how small the shares can be 
in a ramp scheme and whether optimal schemes can be constructed. We have the 
following result from [3]: 

Result 1 In a (c, k, n )-ramp scheme) for any set of k - c participants we have 
H(Pk-C) ~ H(S). 

Result 1 says that the average size of the share that a participant holds is at 
least H(S)j(k - c). By means of a counterexample, it is shown in [3] that the bound 
cannot be improved to say that H(P) ~ H(S)j(k - c) for every participant PEP. 

It is possible to approach this problem from the opposite angle. In other words, 
we first fix a bound on the size of a participant's share, and then determine a bound 
on the amount of information that an unauthorised set can obtain about the secret. 
This is the approach used in [5] where the following result was obtained: 
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Result 

participants, 
we have that 

a secret is shared among a set 
each participant p} and 

O. Then for each 0 
(k 

1,n 

k 

'''lITrrp,,,1"c that if we wish the ramp scheme to be maximised 
with the size of each then the information theoretic 
knowledge about the secret is to increase with to the number 
of in order to determine the secret. If we further wish any set 

to obtain no information about the secret H(S)) 
2 that we should consider schemes that meet the bound of 

c. Thus define a k, scheme to be linear if 
has the extra that: 

3. If A P IAI = r (c r k) then 

The term linear was first used in this ramp scheme is linear 
then it was shown in [5] that Result 1 be As the of this 
resul t in we a full 

Result Let 0 r 
scheme we have that 

Proof. Let set of k paJrtH:lP.;tnts. 
1-'''',. .... '''''''.,...1-" 3 we have that H(Slpk - 1 ) 

follows that ) - H(pk - 1 ) 

and H(PIPk
-

1
) = 

H(Plpk-l) 

participants in a linea?' (c, k, 

E p k and let 
H(S)j(k c). Then from (1) it 

+ H(Pk) = H(S)/(k - c) . .l.\.C<l.l.!<l.ll}!.,.lllJ,1.. 

+ H(S)/(k - c), and thus 

Hence for 0 

H(Pl'" Pr ) = 
r :::; k and any r partllclpan'ts ... , from (3) we see that 

... Pr ) + + ... + H(Pr ) 2 rH(S)j(k - c), 
o 

Thus we see for any P in linear rarnp """-!JlCU.J.C. 

H(S)j(k c). We call a linear ramp scheme optimal if it has the ........ 'vn<>T't" 

H(P) H(S)j(k c) for all PEP. An optimal (k 1,k,n)-ramp scheme is also 
known as an ideal (k,n)-threshold scheme. We now observe that if a (c,k,n)-ramp 
scheme is optimal then equality is obtained in the bound of Result 3. 

4 Let 0 :s; r :s; k. For any set pr of r participants in an optimal (c, k, n)­
ramp scheme we have that H(pr) = rH(S)j(k - c). 

Proof. Let pr = {PI, ... ,Pr }. By (4) we have that H(pr) < l:-j=lH(Pj ) 

r H (S) j (k c). The corollary now follows from Result 3. 0 



We now prove a result which shows that any ramp scheme which meets the bound 
of Result 1 and in which the participants hold shares of size H(S)j(k - c) is a linear 
(and hence optimal) ramp scheme. 

Theorem 5 A (c, k, n)-ramp scheme such that H(P) H(S)j(k - for all PEP 
is linear. 

Proof. Let r be such that c ~ r ~ k. Let pr be a set of r 
pc be a c-subset of pr. Let pr \ pc = {PcH," ,Pr}. 

artlclpcints of P and let 

H(spr) H(pr) (by (1) ) 
H(SpC) - H(pr) = H(SIPC) + H(PC) H(pr) (by (1) ) 
H(S) + H(PC) - H(pr) 

H(S) - ~ = : H(S) ~ : H(S). 

Further, by Result 2 it follows that H(Slpr) (k-r)H(S)j(k-c), and so H(Slpr) = 
(k-r)H(S)j(k c). Since the argument holds for all r (c r ~ k), the ramp scheme 
is linear. 0 

The following generalisation of Theorem 5 also holds: 

Theorem 6 Let r be such that 1 ~ r ~ k - c. A (c, k, n )-ramp scheme such that for 
all sets pr of r participants H(PT) = r H(S)j(k - c) is linear. 

Proof. If r = 1 then the result holds by Theorem 5. Now suppose r > 1. Let pk-c be 
a set of k - c participants. Let pr be an r-subset of pk-c and let PT-l be an (r - 1)­
subset of pr. For any participant P ~ pr-t, we have H(P pr-l) rH(S)/(k - c). 
Thus using (1), H(Plpr-l) = r H(S)j(k - c) - H(pr-I) )"H(S), for some fixed 
).. > O. We show that).. ~ l/(k-c) and so for any (r-l)-set pr-l and any participant 
p ~ pr-l, 

(6) 

Let pk-c \ pr = {PI, ... , Pk-c-r }. Then, 

H(S) ~ H(pk-c) (by Result 1 ) 

H(pr) + H(Pl'" Pk_c_rlpr) (by (1) ) 
r 

k _ c H(S) + H(Pllpr) + ... + H(Pk-c-r IPI ... Pk_c_r_Ipr) (by (3) ) 

~ k ~ c H(S) + H(Pllpr-l) + ... + H(Pk-c-r Ipr-l) (by (2) ) 

r 
k _ c H(S) + )"(k - c - r)H(S). (7) 
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(7) we see that A ~ 1j(k 
Now let pr = {PI, .. ,Pr } be a set of r 

r H(S)j(k c) H(pr) H(Pr) + H(P2 IPr) + ... + 
Pd H(P2 \ P2 ) + .. + Ipr \ rH(S)j(k 
throughout and Ipr \ H(S)j(k -
shows that for any P P we have H(P) H(S)j(k - c) and 
from Theorem 5. 

3 

In this section we consider the further strengthening of the basic definition of a linear 
(c, k, n )-ramp scheme that was in [16]. A linear k, scheme is 
said to be strong if 

1. There exist secret co-ordinates SI, .. taking values from the finite sets 
.. , such that there is a 0:: H (Sl) ... x 

(Sk-c) and (where for each i (1 :::; k 
x( Si) is random variable Si under the mass func-
tion induced by 

2. Let r be such that r k. For set pr of r paJrt14:1pan'ts and any k r 
co-ordinates of the secret we have that 

k-r 
H(sk-rlpr) = -H(S). (8) 

k-c 

k, n )-ramp scheme we can identify secret S with the set 
{Sl, ... , From the independence of random variables we 
see that for any j (1 J k 

1 
H(Sj) = k _ c H(S). (9) 

Ideal threshold schemes are well studied (for 8, 9, 
can be classified in terms of transversal A transversal design 1) 

TDj.t(t, r, q)) is an incidence structure consisting of qr and blocks. The 
points of 'D are into r classes of q points and 
each class in one point. Further, every set from distinct 
point classes incident with fL blocks. In [8] it was shown that an ideal 
(k, n)-threshold scheme for which I(S)I q is equivalent to n + 1, q). 

It is easy to show that an ideal threshold scheme can be used to con-
struct a optimal ramp scheme. In fact the main result of this section shows 
that strong optimal ramp schemes are equivalent to ideal threshold schemes with 
certain parameters. We first need two lemmas. 

Lemma 7 Let pk be a set of k participants and let PEP \ pk. Then in an optimal 
(c,k,n)-ramp scheme we have that H(PIPk

) = o. 

56 



Proof. Let pc be a c-subset of By of (1) we see that 
H(Pk \ PCISpC) H(SPk) - H(SpC) = H(SIPk) + H(Pk) - H(SIPC) _ H(PC) 
H(Pk) - H(S) - H(PC). Applying Corollary H(Pk \ pc I SPC) O. Hence 
for any P 1: pc we have H(PISpC) o. By (1) we see that H(Plpk) 
H(P pic) H(Pk ) H(SP pk) - H(SPk) H(PISpk) ::; H(PISpC) o. 0 

Lemma 8 Let r be such that 0 :::; r I, and let pr and pk-r-l be disjoint sets 
Then in an ideal (k, n )-threshold scheme ofr and -r 

we have that 
1 participants, respec'ttvel'/j. 

Ipr) 

(1) we have that Ipr) H(Spk-l)_ 
H(pr). 
(k -
+ 
(k -

4, H(spk-r-1Ipr) 
and Corollary 4, 

(k So (k r)H(S) 
It follows that H(spk-r-1Ipr) = 

o 

Theorem 9 There exists an ideal (k, n + k 1 )-threshold scheme if and only if 
there exists a strong optimal (c, k, n )-ramp scheme. 

Proof. Let S' denote the secret of an ideal (k, n+ k - c I)-threshold scheme defined 
on set P. Let pi be a subset of k -1 and let S = P'u S'. 
Consider the scheme with secret S defined on set \ P'. From Lemma 7 
and the definition of a threshold scheme we see that for any k-subset of P\ pi, we 
have H(SIPk) O. Further, from Lemma 8 we see that for any c-subset pc of P \ pi, 
we have H(SIPC) H(S). Thus the new scheme indeed ramp scheme. Since 
each participant P in this ramp scheme is such that H(P) = H(S') H(S)j(k c), 
it follows by Theorem 5 that the scheme is linear and hence optimal. To see that the 
scheme is strong, let sk-r be a k - r subset of S. If S' E sk-r then the result follows 
directly from Lemma 8, and otherwise by a slight variation of this argument. 

Conversely, suppose that we have an strong (c, k, n )-ramp scheme defined 
on participants P with secret co-ordinates from set S. Let S' E S and let pI = 
P U (S \ S'). Let A be a k-subset of pi and let r = IA n PI (r S; k). By using (1), 
H(A) = H(A n SIA n P) + H(A n P) = (k - r)H(S)j(k - c) + H(A n P). Thus by 
Corollary 4, 

k -r r k 
H(A) = k _ cH(S) + k _ cH(S) = k _ cH(S). (10) 

Further, using (1), for a k-subset p k of participants in P, H(S'P') = H(S'P'lpk) + 
H(Pk). Then by Lemma 7 and Corollary 4, H(S'P I

) kH(S)j(k - c). By (10) 
we see that H(S'PI) = H(A). Thus by (1) we have that H(S'P'IA) = 0, and in 
particular that H(S'IA) = O. 

Now let A be a (k - I)-subset of P' and let r = IA n PI (r S; k - 1). By 
the same argument used for (10), we see that H(S'A) = kH(S)j(k - c). From 
(4) we see that H(A) S 'EXEAH(X) = (k - l)H(S)jCk - c). Then using (1), 
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H(S'IA) - H(A) ~ kH(S)j(k c) (k l)H(S)j(k 
Thus by (9), H(S'). Hence from (2) we see that 
Hence we have constructed an ideal (k, n )-threshold scheme and the COITeE,ponden<:e 
is complete. o 

"V">Ynln,a 10 Figure 1 illustrates how to apply Theorem 9 to an ideal 
scheme M. In this example M such that the distribution rules are chosen using 
a uniform probability distribution and consequently H(Pi ) H(S) 4 2 for 
each iJ (1 4) The resulting matrix M' an optimal (0,2, 3)-ramp 
scheme whose distribution rules are also chosen uniformly. 

S' PI S S 
0 0 0 ° ° ° 0 0 (0,0) 0 0 0 0 

0 1 1 0 1 1 (1,1) 0 1 5 

0 2 0 (2,2) 0 2 10 
0 3 3 3 3 0 3 3 (3,3) 0 3 15 
1 0 1 1 ° 3 (2,1) 1 0 3 9 
1 0 1 2 (3,0) 1 2 12 
1 1 3 1 2 1 (0,3) 1 3 

M= 1 a 1 2 M' 3 0 (1,2) 3 0 6 
0 1 3 2 2 a (3, 2 a 1 14 
1 0 3 2 1 0 (2, 0 11 

2 3 1 0 2 2 3 (1,0) 2 3 

2 3 2 ° 1 2 3 2 (0,1) 2 
~~ 0 1 3 3 0 (1,3) 0 2 7 
3 1 0 2 3 1 3 (0,2) 1 3 2 
3 2 0 3 1 3 2 ° (3,1) 0 13 
3 3 2 0 3 1 (2,0) 3 8 

1: Construction an (0,2, 

4 

The IS summary, to the best of the authors' 
in the literature to ramp schemes. The first comment 
an informal in 1981 by McEliece and Sarwate in [1 
Solomon codes to construct ideal threshold schemes and 

lines of that of Theorem 9 to convert their scheme into 
scheme. A similar informal approach was also taken in 1983 
They observed that system which protected several secrets 81,82, ... , Sk could be 
considered to be a (linear) (0, k, n )-ramp scheme if the collection of separate secrets 
was interpreted as one large secret. Again this is a similar construction to that of 
Theorem 9. 

The first real analysis of ramp schemes was provided by Blakley and Meadows 
in [2]. This paper was the one that first used the terms ramp scheme and linear 
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ramp scheme. model for a ramp scheme and 
then discussed various of such a scheme. However 
the schemes that constructed were linear k, schemes and were based 
on the threshold schemes in [1]. Each of the known threshold scheme 
constructions then considered and it shown how to convert these to linear 

k, n )-ramp schemes. Most of these modifications linear ramp schemes 
which were fact and were again based on the taken in Theorem 9. 

Yamamoto [16] was the first author to define ramp schemes in information the-
terms. The schemes in [16] were all linear and were constructed 

J.iJ. • ..,UJ.H'~,'" with Yamamoto introduced the definition of ramp 
schemes and gave conditions for when the schemes constructed in the paper were 

In 1989 Rabin defined an Information Algorithm. The problem that 
Rabin to solve involved the need to reconstruct information from any k 

out of n in such a way that their were smaller than those in a 
threshold scheme. It does not appear that Rabin needed restrictions on the amount of 
information that than k could accumulate about the secret. Nonethless 
Rabin came up with a linear (0, k, n) ramp scheme as the solution. Franklin and 

in [6] also came up with linear (0, k, scheme however they were also 
J.,-,'JLl.A.HF. at the same as as they were dealing with threshold schemes that 

U"'",...,l,,COU several 
The work on bounds for the share size of ramp schemes was looked at in Capocelli 

et al [5] and Blundo et al [3] in 1992 and 1993 Most of the cited results 
in this paper can m with the of Result 1 which is from 

,-",,-.uC;J.UJUi:)lUI", the of a ramp scheme to other monotone access structures 
has been studied Kurosawa et al [10]. 

5 

We have presented survey of previous work on ramp schemes and have proved 
some further results about linear ramp schemes. Almost all the constructions for 
ramp schemes that have in the published literature (under various defini­
tions) have been for strong optimal schemes. We have classified such schemes by 
showing that must have been constructed from ideal threshold schemes. We 
conclude with a of questions. Firstly are there any application driven reasons 
why an optimal ramp scheme would be desired to be strong? Secondly for which 
sets of parameters k, n) do there exist optimal ramp schemes that are not strong 
and therefore have not been constructed by the general method used in proving 
Theorem 9? 
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