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t. The general zed ',·0 

problem def ned A po t hi'! 

presented the gener 1 

iog problem for chor 1 graphs 

We assume that the reader s f t h 

graph theoretic ideas, and Also wi.th sortJ,n 

for- example [3]). 

subgraph 

A c 1 i que ina 9 rap h :S::''I I;' 0 m p 

Two main types 1)£ clique coveri cd phs ha'J(? 

d j,scussed. One is ali que c C) v p r i r, 9 Cl f \! l-''', ice S , a set ,-, f 

clIques which between them contain eve! 'JI? te:,c at 

once. The other, a clique c:-overing of edgEs, is a set f 

cliques which between them contain eVPIY e0ge. 

CllVering of edges may be deflned as a lique covering of 

vertices with the added rest iction hat tho=> I:'"nds of each 

edge must together belong to at least one clique. 

::::uppose ~ '" {51' 52'"'' 5 k } is a family of sets, where 

t hI'? el"o?lIlen t s of S i may be vex- t ices or edges of a graph G. A. 
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generalized clique covering GCC) of G for the £amily 1 

is a £amily o£ cliques with the property that £or each i 

there must be one clique which contains all members of 8
i

, 

The generalized clique covering problem is to find a 

generalized clique covering wit 

cliques. 

Chordal if every 

he minimum number of 

o£ length greater 

than 

A graph 

must a chord. A necessary and suf£icient 

condition a graph to be chordal that it a perfect 

elimination a way o£ the vert as 

is acent > i} 

a each i. In the £ollowing a v) to 

denot t index vertex v in a ion 

ordering set Tarjan 

ime a 

per£ect eliminat ordering chordal 

Linear t algorithms are 1J and [2] 

which he clique covering problem on and on 

in chordal graphs. The purpose o£ th note to 

those algorithms to solve the generalized clique 

covering problem. 

A clique K contains all the elements i£ and only 

f it contains all the vertices of and all the end-

vertices of the edges in So without 

we may that contains only vertices. 

generality 

Let nand m 

be the number of vertices and edges o£ G, respectively; let 

be the cardinality of £or each i, and write L = -I-

+ 

We now present an algorithm for the generalized clique 

covering problem. 

ALGORITHM. 

Input A chordal graph G = (V,E) and a family 

1 ::: { } of subsets of the vertex-set V. 
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Begin 

1 

2 

3 

4 

Initially no i marked. 

Find a perfect elimination 

of G. 

Sor the vertices of 

i, 1 

where 

a u. 1 ) 
1, 

denote ( u by 

(cr(u ) , ) , 

Sor t ly 

1 

For 1, 

t 

then 

U. 
1. , 

(u. 
1, 

p a( 

ordef'ing vi' '1 2 " .. ~ 1 V 

• , U. 
1, 

<: 

and 

<: a (u i; 
l, ;;,:; 1 

a (S ). 
.1 

. .LeIW:; • 

1 'it a 1.a1 set nd calJ '.I 

n 

spec al Then r k a 1 J ~:"e t 3.0 g: WhlCL 

End. 

lle completely with n 

Output the special set and f3peclal 

Theorem: If there 1S an unmarked set 

t 

the algorithm, there is no GCC for g:. therWlse, {V 

a special vertex} is a minimum generalized l.iq 

for 'T. 

Proof: irst part of the thp0tem 

prove the second rt. 

Let L.. be the set of (3pecia.l verl-ict;?s prod 

algc)r.ithrn. It is easy to see that v. E Z1 
J 

<f. It uses p:: l cliques. The alljori.thm ou~. [,ut 

numtJPr ! of specjal sets. 

10 1.)S. 

v 

me? 

We claim that no two special set are contained In a 

C("'!linC,n c:l:i.qup oJ G. For assume the contrary; say special 
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sets Sl and S2 are contained in a common clique of G. 

. 1 
Without loss of generality suppose m1n (S ) is less than min 

min (Sl). By the algorithm, the set Sl was 

marked when we processed vertex v j ' 

of X. since v. and the vertices of 

Moreover is a subset 

are contained in a 
J J 

common cl ique. 
2 

So S was also marked when Vj was processed, 

and cannot be chosen as special set in the algorithm. 

So the claim is true. At least IE cliques must be 

used in any generalized clique covering for ~. Hence the 

algorithm produces a minimum generalized clique covering for 

Now we estimate the complexity of the algorithm. 

complexity of step 1 is O(n+m) by [4], By [3), the 
k 

complexities of step 2 and step 3 are E OC log ) = 
i=l 

o 

The 

OInk log n) and O(nk), respectively. Itt akes 0 ( I A I + I B I ) 

time to test whether a sorted set A is a subset of another 

sorted set B. Hence the complexity of step 4 is O(nL) 

O(n 2 k). The total complexity of our algor~thm is 

O(n+m) + OInk log n) + OInk) + O(n2 k) = O(n2k). It is 

polynomial in the input-length. 
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