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Abstract 

An antipodal triple system of order v is a triple (V, B, 1), where 1 V 1= v, 
B is a set of cyclically oriented 3-subsets of V, and f : V -+ V is an involution 
with one fixed point such that: 

(i) (V, B U f(B)) is a Mendelsohn triple system. 

Oi) B n f(B) = 0. 
(iii) f is an isomorphism between the Steiner triple system (ST S) (V, B') and 

the STS (V,f(B')), where B' is the same as B without orientation. 

(iv) f preserves orientation. 

An ST S (V, B) is hemispheric if there exists a cyclic orientation B* of its block 
set B and an involution f such that (V, B*, 1) is an antipodal system. We 
prove that for all admissible v > 3, there exists an antipodal system. This 
is the first step in establishing the conjecture that every ST S(V, B) of order 
v > 3 is hemispheric. It is known that this conjecture is true for 3 < v :s; 15. 
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1. Introduction 

The orient ability of triple systems is a field of much interest. For a review of work in 
this area the reader is referred to the survey article of Colbo~rn and Rosa, [5], where 
sections 2.2 and 3.2 are devoted to this problem, as are open problems 6, 7, and 8. 
Teirlinck [14] has shown the existence of a twofold triple system of order v whose 
block set decomposes into two isomorphic copies of a given Steiner triple system of 
order v for all v > 3. In this paper we will investigate the orientability of such twofold 
triple systems. 

For completeness we include some basic definitions, as well as some new ones 
needed for this paper. 

A Steiner triple system of order v, denoted STS( v), is a pair (V, B), where 1 V 1= v, 
and B is a collection of 3-subsets (called blocks) of V such that every 2-subset of V 
is contained in exactly one block of B. A twofold triple system of order v, denoted 
TTS( v), is a pair (V, B), where 1 V 1= v, and B is a collection of 3-subsets (blocks) of 
V such that every 2-subset of V is contained in exactly two blocks of B. A cyclically 
oriented 3-subset is one with an imposed cyclic order (a, b, c), representing the fact 
that a < b, b < c, and c < a. It is said to contain the ordered pairs (a, b), (b, c), and 
(c, a). 

A Mendelsohn triple system of order v, denoted MTS( v), is a pair (V, B), where 
I V v, and B is a collection of cyclically ordered 3-subsets (blocks) of V such that 
every ordered 2-subset of V is contained in exactly one block of B. 

A TTS is orient able if its blocks can be given the additional structure of cyclic 
ordering and made into an MTS. The question of orientability is a difficult one -
Colbourn and Rosa [5] state that "the study of Mendelsohn Triple Systems derives 
much of its interest from the observation that orient ability is apparently a subtle 
property". We begin by looking at a more modest question: Is every ST S a sub design 
of an orientable design? The answer here is trivially affirmative - simply take two 
copies of an ST S( v) and orient the blocks {a, b, c} as (a, b, c) in one copy, and as 
'(b, a, c) in the other copy. 

Teirlinck [14] showed that given an ST S( v) (V, B), there exists an ST S( v) 
= (V, B') such that (V, B) e:! (V, B') and furthermore B n B' = 0. However his 
construction is almost guaranteed to destroy any orient ability properties. We attempt 
to integrate Teirlinck-like systems with orient ability. 

We define a tier of designs as an n-tuple (V, Bo, B l , ••• , B n - 2) such that (V, Bo) e:! 

(V, Bj ) and Bi n B j = 0,0 ::; i < j :::; n - 2. When we wish to emphasize the iso­
morphisms and how the designs are actually linked we include them in the definition. 
That is, we define a linked tier of designs LT(V, Bo, it, 12, ... , fn-2) as the n-tuple in 
which (V, Bo) is an STS(v), fi : V -+ V, i = 1,2, ... , n - 2, are one-to-one and onto 
maps, fo lv, and fi(Bo) n fj(Bo) = 0, 0 :::; i < j ::; n - 2. For example, a large set 
(cf. Teirlinck [15]) of ST S(9) is a linked tier of designs. 

An antipodal triple system is a simple example of an orient able linked tier of 
designs. More formally, we define an antipodal triple system as a triple (V, B, f), 
where B is a set of cyclically ordered 3-subsets of V, and f : V -+ V is an involution 
with one fixed point such that: 



(i) (V, B U f(B)) is a Mendelsohn triple system. 

(ii) B n f(B) 0. 

(iii) f is an isomorphism between the 5T 5 (V, B') and the 5T 5 (V, f(B')), where 
B' is the same as B without orientation. 

(iv) f preserves orientation. 

An 5T 5 ell, B) is hemispheric if there exists a cyclic orientation B* of its block set B 
and an involution f with one fixed point such that (V, B*, 1) is an antipodal system. 

We use the involution f( x) = -x (mod v) to establish that any cyclic 5T 5(v) 
with v 1 (mod 6) is hemispheric. This motivates the definition of hemispheric 
and antipodal systems (and in particular the requirement that f be an involution with 
exactly one fixed point), and the study of their existence. The generalisation to v == 3 
(mod 6) is much more difficult. For this case the mapping f(x) = -x (mod v) 
cannot work, so we relaxed the conditions on f minimally to allow involutions which, 
like the mapping f (x) = - x (mod v), have exactly one fixed point. Thus, we use 
involutions with one fixed point in the definition of antipodal systems. 

The main result of the paper is that for all admissible v > 3 there exists an 
antipodal system. In fact computational evidence motivates the conjecture that eveTY 
ST 5 is a subdesign of an antipodal system. In particular, Gibbons and Mendelsohn 
[10] have shown that all 5T 5( v), 3 < v :s: 15, are hemispheric. In addition they 
have shown that 1000 randomly generated 5TS(19), as well as a smaller number 
of randomly generated 5T5(21) and 5T5(25), are hemispheric. This evidence was 
gathered using the search technique of simulated annealing. The authors note that for 
this application they were unable to formulate a search strategy based on hill-climbing 
or restricted backtrack, alternate techniques which are often used for problems of this 
kind. 

2. Existence 

The existence question is fraught with surprises and difficulties. The usual construc­
tion techniques must be handled most carefully, often failing in the least expected 
pla.ces. Wilson's fundamental construction, for example, works well to produce "an­
tipodal GDD's" which may even be orientable, but the restrictions of the involution 
f thereby imposed may make it impossible to fill the holes to get a design. PBD 
closure is next to impossible because of the difficulty of getting the involution on the 
large design and the involutions on the design built on the blocks to be compatible. 
Al though we shall be using specific cases of the Wilson construction, we shall not 
prove a general lemma because of the limited applicability. However the methods of 
1-factorizations of cyclic graphs do yield results .. 

We begin with the following result which provides one of the main motivations 
for studying antipodal systems. 



Theorem 1 If v ::.: 1 (mod 6) there exists an antipodal system. 

Proof: It is well known [4] that for all v 1 (mod 6) there exists a cyclic triple 
system (Zv, B). It is easily checked that if (Zv, B) is oriented by orbits (that is, if 
{x, Y, z} is oriented as (x, Y, z), then {x + i, y+ i, z + i} must be oriented as (x + i, Y + 
i,z+i)), then (Zv,B,I), where f(x) = -x (mod v), has been strongly oriented. In 
fact this is almost true for v ::;:: 6t + 3, t i- 1. Since the block {O, 2t, 4t} is fixed under 
f, the disjointness (rather than orient ability ) property is violated. 0 

The following (fragment swapping) method can be used to construct large 
numbers of hemispheric systems. Suppose (V, B, I) is an antipodal system con­
taining the set of blocks F = {(a,c,e),(a,d,f),(b,c,f),(b,d,e)}. Let 0 = 
{( b, c, e), (b, d, I), (a, c, I), (a, d, e)}. Then (V, (B F) U 0, f) is a different antipodal 
system. 

For example, both ST S( 13) are hemispheric - one because it is cyclic, and the 
other because it can be obtained from the first by a fragment swap. 

We now turn our attention to the case v == 3 (mod 6). We note that a hemi­
spheric STS( v) does not exist for v = 3, but does exist for v = 9,15 and 21. Examples 
of such designs are listed in the Appendices. 

Theorem 2 If v = 3( 6t + 1), t > 0, then there exists a hem ispheric ST S ( v ) . 

Proof: Let V = Z6t+1 X Z3. For brevity we shall write (x, i) E V as Xi. Let 
f(Xi) = -X-i (mod 6t+1,3), i.e. where the first component is taken modulo 6t+ 1, 
and the second modulo 3. Let (Z6t+1,B*,g), where g(x) = -x, be an antipodal 
system as given by Theorem 1. In the constructed system of order v = 3( 6t + 1) the 
blocks are defined and oriented as follows: 

(a) A = {(Xl, V-I, (X + Y + 1)0) I x, Y E Z6t+d 

(a') f(A) = {( -X-I, -VI, -(x + Y + 1)0) I x, Y E Z6t+d 

(b) B = {(Xi,Yi,Zi) I (:r:,y,z) E B*,i = O,1,2} 

(b') f(B) = {(-X-i,-Y-i,-Z-i) I (x,y,z) E -B*,i = O,1,2} 

We claim that (V, AU B, I) is an antipodal system. Clearly the orientation prop­
erty is satisfied. Considering disjointness, suppose that (Xl,Y-l,(X + Y + 1)0) and 
( -U-ll -WI, -(u + w + 1 )0) are the same unoriented block. This implies that X == -to 

and Y == -u, and hence X + Y + 1 ::.: -u - W - 1 ::.: X + Y - 1 (mod 6t + 1 L which is 
impossible as 6t + 1 is odd. 0 

Theorem 3 For v 3(6t + 3) there exists an antipodal system on v points. 

Proof: If vi- 27 by [4] there exists a cyclic STS(6t + 3) with a distinguished set of 
blocks {i, 2t + i, 4t + i}, i 0, 1, ... , 2t, called the short orbit. VYe shall distinguish the 
block {O, 2t, 4t} from this set. We call the blocks in this orbit with 1 ~ i ~ t posd£ve, 
and those with t + 1 :::; i ~ 2t negative. Note that f( x) = -;T, sends positive blocks 
to negative blocks and vice versa. 



We are now ready to construct our antipodal system. In a manner similar to the 
proof for Theorem 2, take V = Z6t+3 X Z3 and j(Xi) = -X-i (mod 6t + 3,3). Let 
(Z6t+3, B) be a cyclic ST S with the blocks of the short orbit removed. Orient the 
blocks of B orbitwise as in Theorem 1 to form B*, and then take (Z6t+3, B* U -B*) 
oriented with (x,y,z) E B* =>- (-x,-y,-z) E -B*. The blocks of our system, 
together with their orientations, will be: 

(a) A {(ai,bi,ci+d,(ai,bi+1 ,ci),(ai+l,bi,Ci) I (a,b,c) E B*,i = 0,1,2} 

(a') j(A) {( -a_i, -b_i, -Ci-l), (-a-i, -b-i - 1 , -C-i), (-a-i-I, -Li, -C-i) 
(a,b,c) E B*,i = 0,1,2} 

Let (X, B*, f*) be the antipodal system on 9 points given in the Appendix 
A2. For every positive block (a, b, c) of the short orbit, let 9 : X ---+ 

{ao,bO,cO,al,b1,Cl,a_I,b_1,c-d be any one-to-one and onto map. We define the 
following block sets: 

(b) B = {(g(x),g(y),g(z)) I (x,y,z) E B*} 

( b') j ( B) { ( - 9 ( x ), - 9 (y ), - 9 ( z )) I (x, y, z) E B * } 

(c) B = ((-g(x),-g(y),-g(z)) I (x,y,z) E f*(B*)} 

(c') B = {(g(x),g(y),g(z)) I (x,y,z) E j*(B*)} 

Finally, on the points Oi, (2t)i, (4t)i, i = -1,0,1 define h to be the following 
mapping: 

We define the additional block sets: 

(d) D {(h(x),h(y),h(z)) I (x,y,z) E B*} 

(d') j(D) = {(h(x),h(y),h(z)) I (x,y,z) E f*(B*)} 

It is easily seen that (V, A U B U CUD, j) is the desired antipodal system. 
For the case v 27, first treat the blocks {0,3,6}, {1,4,7}, and {2,5,8} as if 

they were the "short orbit". The blocks of B* and j(B*) = -B* (mod 9) become: 

(b) B* = 
{(O, 4, 8), (1,5,6), (2,3,7), (0,1,2), (3,4,5), (6, 7,8), (2,6,4), (0,7,5), (1,8,3)} 

(b') j(B*) = 
{(O, 5,1), (8,4,3), (7,6,2), (0,8,7), (6, 5,4), (3,2,1), (7,3,5), (0,2,4), (8, 1,6)} 



The rest of the construction remains the same. o 

For the remaining case, viz. v = 3(6t + 5), let (Xn , E) be the complete graph with 
vertex set X n . Now define: 

D(n) { 
{i I 1 ~ i ~ (n - 1) /2} if n:::: 1 (mod 2) 

{ill~i~(n-l)/2}U{~·n/2} if n::::0(mod2). 

The elements of D(17,) are called differences (mod n). For n 0 (mod 2), the notation 
~ . 17,/2 means that from which we have the following 1-factor: 

{{i,i+n/2} I 0:::::; i<n/2} . 

We need the following well known result [4]: 

Lemma 1 If v :::: 1 (mod 6), then all the (v - 1)/2 differences of D(v) can be parti­
tioned into (v - 1) /6 difference triples. 

Now let Fl and F2 be two ordered I-factors over Zn. FI and F2 are said to be 
strictly disjoint if they are disjoint as unordered I-factors. 

Lemma 2 Let n :::: 2k (mod 2k+1 ), k ~ 1. If d =I n, d :::: 28 (mod 28+1 ), 0 :::::; s :::::; k - 1 , 
then fmm the difference d E D( n)! we may form two strictly disjoint ordered i-factors 
F1 and F2 of the form F = {(ai, bi) I 0 :::::; i < n/2} such that 

ai =t1 (mod28+1), t1 E {1,2, ... ,28}, 
bi = t2 (mod25+1

), t2 E {28 + 1,25 + 2, ... ,25 +1
} . 

and (-bi + 1, -ai + 1) E F for each (ai, bi) E F. 

Proof: Let 

{(~,d+i).1 i ~ Zn, i:::: 1,2, ... ,25 (mod25 +1
)} 

{( z, -d + z) I z E Zn, i:::: 28 + 1,25 + 2, ... ,28+1 (mod 25+1)} . 

I t can be easily seen that Fl and F2 are the desired ordered I-factors. o 

Lemma 3 Let n = 2k (mod2k+1), k ~ I, n :::: 2 (mod6). Suppose 6t < n - 8 
and we can form t difference triples from D( n). Let Rs denote the set of diffe1'ences 
d =I n/2 not contained in the t difference triples with d 28 (mod 2s+1) when s < k 
or d :::: 0 (mod 2k) when s = k. Let r5 = IRsl. If rk = 0, and rk-1 ~ 1. Then there 
exists an antipodal triple system of order 2n (6t + 1) containing a subsystem of o'/'der 
n - (6t + 1). 



Ploof: Since n == 2 (mod6) and 6t ~ n - 8, then n - (6t + 1) == 1 (mod6) and 
n - (6t + 1) 2': 7. By Theorem 1, there is an antipodal triple system of order v = 
n (6t+ 1). Let (X, A,g) be such a system, where X = {ai liE Zv} and g(ai) = a-i. 
N ow let Y = X U Zn and 

f( ) = { g(y) ~f y E X 
y -y + 1 If y E Zn . 

Then f : Y -+ Y is an involution with fixed point ao. For each of the t difference 
triples, say (a,b,c), where a + b == c or a + b + c == 0 (modn), form n cyclically 
oriented triples (i, a + 1, a + b + i), i E Zn. Let B be the set of all nt such triples. 

Let {aI, a2, ... ,a(V-l)/2} be partitioned into k subsets Xi, 0 ~ i ~ k -1, such that 
IXil = Ii, 0 ~ i ~ k - 1. Then 

k-l 

X = {ao}U{U(Xj)Uf(Xi )}. 

i=O 

For 0 ~ i ~ k -1, if Ii =f. 0, let Xi = {ail, ... ,air.}, Ri {dil,di2, ... ,djrj. If 
o ::; i < k - 1, then for each dij E Rj , form two strictly disjoint ordered I-factors 
Fi} and Fi; satisfying the conditions in Lemma 1 and let Bi be the following set of 
cyclically oriented triples: 

Bi = U{{(aij,x,Y)I(x,Y)EFi~}U{(f(aij)'X,Y)I(x,Y)E Fi~}' O~i<k-l. 
j=l 

If i = k 1, then for each dk-1,j E Rk- 1 , 2 ~ j ~ Ik-1, form two strictly disjoint 
ordered I-factors FLl,j and F'Ll,j satisfying the conditions in Lemma 2. For dk-1,1 E 

, since k 2': 2, then we can form the following two strictly disjoint ordered 1-
factors: 

FLl,l {( i, dk-1,1 + i) liE Zn, i == 1,2, ... ,2k
-

2 (mod 2k)}U 

Z, - k-l,l + Z zEn, Z = ~ +, ... ,~mo , {( . d .) I' Z . - ')k-2 1 ')k-l( d2k )} 

F'Ll,1 = {(i, -dk-1,1 + i) liE Zn, i == 1,2, ... , 2k- 2 (mod 2k)}U 

{(i,dk-1,1 + i) liE Zn,i == 2k
-

2 + 1, ... ,2k- 1(mod2k)} . 

For ~ . n/2, let 

Fo ((i,i+n/2) liE Zn, i == 1,2, ... ,2k
-

1 (mod2k
)}. 

We remark that (f(b),f(a)) E F'Ll,l for each (a,b) E FLl,l and (f(b),j(a)) E FLl,l 
for each ( a, b) E F'Ll,l' Now let 

B k- 1 = {(ak-1,1,x,y)!(x,y)EFo}U 

{U(ak-l,l),xy)! (x,yLE FLl,l} U {ao,x,y) I (x,y) E F'L1,JU 

{ 

l'k-l 

j~2 {(ak-l,j,x,y) I (x,y) E FLl,j} U {(f(ak-l,j),x,y) I (x,y) E Ft-l,j}}. 

{ 
k-l } 

Let B = AU B' U j(B') U .U (Bi U j(B j )) • Then (Y, B, f) is an antipodal triple 
\=0 

system of order 2n - (6t + 1) containing (X, A, g) as a system. 0 



Lemma 4 for each t ;:::: 1) there exists an antipodal triple system of order gOt + 15 
6m containing a subsystem of order 42t + 7 - 6m) 0 ::; 1/1, ::; 6t + 1. 

Proof: Let n 46t + 8 = 8 (6t + 1) in Lemma 3. Since all the 3t differences of 
D(6t + 1) can be partitioned into t difference triples by Lemma 1, then all the 3t 
differences 8i, 1 ::; i ::; 3t, of D( 48t + 8 = 8) can be partitioned into t difference 
triples. Further, we partition all the differences d == 1,2, or 3(mod4) into 6t + 1 
difference triples: 

(2,24t + 1,24t + 3) , 
(8i + 1, 8i + 5, 16i + 6), (8i + 3, 8i + 7, 16i + 10) , o ::; i ::; 3t - 1 . 

For 0 ::; m ::; 6t + 1, decompose 6t + 1 - m of the above 6t + 1 difference triples into 
differences so that the total number of the remaining difference triples is t + m. It 
can be checked that 1'3 = 0, 1'2 = 3t, 1'1 = 6t + 1 m, 1'0 12t + 2 - 2rn. Thus, by 
Lemma 3, there exists an antipodal triple system of order gOt + 15 - 6m contajning 
a subsystem of order 42t + 7 - 6m. 0 

Theorem 4 There exists an antipodal t7'iple system of order v f07' each v 
15 (mod 18). 

Proof: By Lemma 4, for each t ;:::: 1, if v == 3 (mod 6), 
54t + 9 ::; v ::; gOt + 15, then there is an antipodal triple system of order v. 

Thus, it can be proved by repeatedly using Lemma 4 that, for every v == 3 (mod 6), 
v ~ 63, v i= 111, there is an antipodal triple system of order v. As a consequence, 
we have proved that there is an antipodal triple system of order v for every v == 15 
(mod 18), v ;:::: 69. Antipodal triple systems of order 15, 33 and 51 are constructed in 
the Appendices. This, of course, covers the case of v == 3(6t + 3) but the construction 
is more complicated and more starting cases are needed. 0 

3. Computational construction method 

3.1. Simulated annealing 

Simulated annealing is a variant of the state space search technique for solving combi­
natorialoptimization problems. Such a problem can be specified as a set E of feasible 
solutions (or states) together with a cost c(S) associated with each feasible solution 
S. An optimal solution corresponds to a feasible solution with overall (i.e. global) 
minimum cost. 

In simulated annealing we define, for each feasible solution SEE, a set Ts of 
transformations (or transitions), each of which can be used to change S into another 
feasible solution Sf. The set of solutions that can be reached from S by applying a 
transformation from Ts is called the neighborhood N(S) of S. 

The general simulated annealing algorithm works by randomly choosing an initial 
feasible solution and then generating a set of sequences (or Markov chains) of trials. 
In each trial, we examine a randomly chosen transition of the current feasible solution 
S. If the transition results in a feasible solution Sf of equal or lower cost, then Sf is 



accepted as the new current feasible solution. If the transition results in a feasible 
solution ,5" of cost, then ,5" is accepted with probability , where T 
is t h(~ of the simulation. The temperature is lowered in small 
steps with the system being allowed to approach "equilibrium" at each temperature 

a sequE'I1Ce of trials at this temperature. Usually this is done by setting 
where a (the control decrement) is a real number slightly less than 1. After 

an stopping condition is met, the current feasible solution is taken the 
solution of the problem at hand. With a general optimization problem the hope is 
that this is close to an optimal solution. With an existence problem, where we cannot 
be satisfied just with an approximation to an optimal solution, we must repeat the 
VnprlrY,,"nt until an optimal solution is found. 

3.2. Results 

The algorithm described in Section 3.1 was applied to the construction of antipodal 
systems of orders v = 7,9,13,15,19,21 and 25. Using a Sun Sparcstation 2, the 
average times (in seconds) to build antipodal systems based on randomly chosen 
ST S of these orders are as follows: 

v Time 

7 0.01 
9 0.01 

13 0.04 
15 0.13 
19 7.5 
21 124.3 
25 7978.6 

However, the main purpose of this was to gather evidence to support the following 
conjecture: 

Conjecture 1 Every ST S is a s'ubdesign of an antipodal triple system. 

Indeed the algorithm constructed antipodal triple for the unique STS(7), 
the unique STS(9), each of the two STS(13), and each of the 80 STS(15), thus 
proving the conjecture for v :s; 15. For the case v = 19 we generated 1000 random 
ST S( 19) and in each case were able to build an antipodal system containing the 
generated ST S( 19). We also generated 10 random 5T 5(21), and 1 random ST S(25) 
and found an antipodal system containing each of them. We believe this provides 
strong evidence in support of the conjecture. 

Some of the generated systems are listed in the Appendices. The full 
set of are contained in Gibbons and Mendelsohn [10]. 



4. Concluding remarks 

The obvious open question is whether every ST S( v) is hemispheric. 
Some of our early computational attempts (otherwise known as bugs) gave rise to 

the following conjecture: If (V, B) is an ST Sand f : V -+ V is any one-to-one map 
such that B n f(B) = 0, then there exists a conjugate h = g-lfg of f in Sn, such 
that h(B) n B = 0 and (V, B U h(B)) is orient able with h preserving orientation. 

A further open question is whether there exists for k > 1 a linked tier of designs 
(V,B,iI,i2, ... ,fk) such that (V,B,fi) i l, ... ,k is antipodal. Could there even be 
a large set of such designs, i.e. such a linked tier with k v - 2? 

We would also comment that in the field of design theory, simulated annealing does 
not normally compete well with other probabilistic techniques such as hill-climbing. 
However in this case, not only did simulated annealing successfully construct antipo­
dal systems for v ::; 25, but also there was no obvious way of modelling the problem 
as either a backtrack search or a hill-climb. 

As a final comment we note that the question of halving triple systems is discussed 
by Das and Rosa [6]. They examine the orders v for which there exists an ST S( v) 
(V, B) admitting a partition of its block set B = B1 U B2, Bl n B2 = 0, such that 
(V, B 1 ) and (V, B 2 ) are isomorphic hypergraphs. Such a Steiner triple system is said 
to be halvable. They extend this concept to a twofold triple system (TTS), where 
every 2-subset of elements is contained in exactly two triples. They show that there 
exists a TT S( v) with the halving property for all admissible orders v == 0,1 (mod 3). 
The question of whether an MTS(v) with A = 2 can be halved into two isomorphic 
directed hypergaphs is not dealt with here. However, we can formulate a A = 1 
directed version of this concept as follows. An MT S(V, B) can be halved if there is 
a partition of its block set B = B1 U B2, B1 n B2 = 0 such that (V, Bd is isomorphic 
to (V, B 2 ) as undirected hypergraphs. The results of this paper show that for all 
v == 1,3 (mod 6) there is an ST S( v) (V, B) which can be doubled and directed to 
form a halvable MT S with both of its halves isomorphic as undirected hypergraphs 

. to (V, B). 
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APPENDICES 

In cases Al A7, we list the oriented blocks of Dl and set f(x) -x (mod v). 

AI. v 7 

123510164256204534306 

A2. v 9 

125 
367 

A3. v 13 

STS(13) #1: 
102 
054 
2 10 4 
479 

STS(13) #2: 
102 
054 
263 
4 10 9 

A4. v = 15 

STS(15) #1: 
123 
246 
3 6 5 

4 10 9 

6 13 8 
STS(15) #2: 

1 2 3 
264 
356 
4 13 14 
6 10 11 

318 610 
435 865 

134 
o 6 11 
278 
9 8 12 

143 
068 
298 

12 7 9 

154 
250 
397 
4 11 12 
6 12 10 

145 
275 
3 10 12 
4 11 12 
6 0 13 

159 
o 12 7 
385 
9 10 6 

1 12 5 
o 9 11 
395 

12 11 6 

106 
2 9 12 
3 12 13 
5 12 8 

6 7 14 

167 
2 14 10 
3 0 14 
5 12 13 
6 9 14 

147 
840 

186 
o 10 8 
3 11 7 
567 

196 
o 10 7 
3 7 11 
5 6 10 

1 13 9 
2 13 7 
3 10 8 
5 10 13 
o 10 7 

1 14 12 
2 0 12 
3 8 11 
508 
7 14 8 

230 
570 

1 12 11 
236 
3 10 12 
5 10 11 

178 
2 4 11 
3 10 8 

5 8 11 

1 12 7 
2 14 8 
3 14 11 
5 14 9 

o 14 12 

1 0 10 
2 11 9 

3 9 13 

5 11 14 
7 12 9 

62482 7 

1 7 10 
2 5 12 
4 6 12 

1 11 10 
2 12 10 
4 12 8 

1 10 14 
2 11 10 
4 13 14 
5 11 7 
o 11 13 

1 13 11 
2 8 13 
4 10 8 

5 9 10 
7 0 11 

093 
2 11 9· 

4 8 11 

o 12 3 
257 
467 

1 8 11 

340 
478 
6911 
089 

189 
347 
409 
6 12 8 
7 13 10 



STS(15) #79: 
123 
2 14 4 
374 
4 10 9 

14 9 7 
STS(15) #80: 

1 0 2 
o 14 4 
258 

14 9 8 
4 10 11 

A5. v = 19 

145 
265 
3 13 11 
4 8 13 

14 10 0 

1 14 3 
053 
2 10 14 

14 12 6 
486 

1 14 6 
270 
305 
5 7 10 
6 13 10 

1 4 13 
o 6 13 
294 
3 4 12 

13 9 5 

1 13 7 
2 12 13 
3 12 10 
5 13 14 
608 

156 
o 7 10 
2 11 6 
3 10 6 

1 0 11 
298 
396 
5 11 9 

6 12 7 

1 9 10 
o 11 8 

2 12 7 
378 

13 11 12 13 8 10 

A random hemispheric STS(19): 

1 2 13 
12 1 14 

2 7 15 
7 3 18 

17 8 15 
4 11 15 

130 
1 9 10 
829 
8 3 10 

12 17 18 
507 

1 17 4 5 1 15 
2 3 16 17 2 10 

11 2 14 17 3 5 
12 3 11 17 0 9 

167 
245 
4 3 14 
6 17 11 

6 4 13 16 4 8 
5 13 14 5 16 12 

6 0 16 0 13 8 
12 13 10 13 18 15 
10 18 14 

o 4 10 
5 6 10 
o 11 18 

16 7 9 
o 14 15 

10 16 15 
6 8 12 
7 8 14 

·AB. v = 21 

A random hemispheric STS(21): 

1 2 12 
1 0 14 
8 2 14 
637 
460 
o 5 13 

15 6 20 
7 16 13 
o 15 16 

3 1 16 4 1 18 1 5 20 6 1 11 
9 1 10 17 1 13 2 3 20 2 4 10 
o 2 11 2 9 13 2 15 17 2 19 16 
3 8 9 0 3 19 10 3 14 3 18 17 
4 7 12 4 8 16 4 15 14 19 4 17 
5 10 11 18 5 14 19 5 12 5 16 17 
6 19 13 12 6 17 7 8 11 7 0 9 

17 7 14 0 8 18 8 10 19 8 12 13 
12 0 20 15 9 19 9 18 12 9 16 20 

1 12 9 1 8 10 
2 10 11 3 14 8 
4 0 12 4 11 6 
5 8 12 14 12 11 
7 11 8 13 0 9 

1 7 11 1 8 12 
o 12 9 2 3 13 

14 13 7 14 5 11 
3 11 9 4 5 7 
5 12 10 6 9 7 

1 16 18 1 8 11 
o 2 12. 6 2 18 
3 6 15 13 3 9 

17 13 7 16 17 14 
7 4 12 9 4 18 
8 5 18 9 5 11 
9 6 14 13 16 11 

10 7 11 12 9 15 

1 7 19 
527 
4 3 13 
3 12 11 

8 1 15 
6 2 18 
3 5 15 
459 

20 4 11 5 6 8 
6 9 14 10 6 16 
7 10 20 15 7 18 

17 8 20 0 10 17 
17 9 11 15 10 12 

18 10 13 13 15 11 18 19 20 16 18 11 14 19 11 12 16 14 14 20 13 



A7. v = 2.5 

A random hemispheric STS(25): 

0 1 4 0 2 8 3 o 13 5 o 21 6 0 22 o 19 10 0 7 24 
9 0 20 0 15 18 0 17 12 0 11 23 14 0 16 1 2 14 3 1 8 
5 1 24 6 1 23 1 19 13 1 7 20 9 1 22 10 1 18 1 15 12 

17 1 21 1 11 16 3 2 12 4 2 6 2 5 13 19 2 17 2 7 9 
2 24 15 2 20 21 2 22 11 10 2 16 2 18 23 4 3 9 3 5 15 
3 6 14 19 3 21 3 7 10 3 24 20 22 3 23 3 17 16 3 11 18 
4 5 14 19 4 7 8 4 13 4 24 11 20 4 18 4 22 21 10 4 12 
4 15 16 4 17 23 5 6 9 19 5 18 5 7 12 5 8 16 5 20 22 

10 5 23 17 5 11 6 19 20 6 7 17 6 8 15 6 24 16 10 6 11 
21 6 13 12 6 18 19 8 14 19 9 16 24 19 23 19 22 12 19 15 11 

7 8 22 15 7 21 7 11 13 7 14 18 16 7 23 9 8 18 24 8 21 
20 8 11 8 10 17 12 8 23 24 9 17 9 10 15 11 9 14 21 9 23 

9 12 13 24 22 10 24 12 14 18 24 13 10 20 13 20 15 17 12 20 16 
14 20 23 22 15 14 22 17 18 16 22 13 10 21 14 15 13 23 14 17 13 
21 11 12 21 16 18 

A8. A Construction for v = 33 

Let (X,A,g) be an antipodal triple system of order 13 where X = {ai I ai E Z13} 
and g(ai) a-i. Let Y = X U Z20 and 

f(y) = { g(y) ~f y E X 
-y + 1 If y E Z20 . 

Difference triple: (3,5,8). From the differences 6 and ~ . 10, form the following 3 
ordered I-fa~tors: 

Fo {( 4i + 1, 4i + 11), (4i + 2, 4i + 12) I 0 :::; i :::; 4} ; 
Fl = {(4i+1,4i+7), (4i+2,4i-4)IO:S; i:S;4}; 
F12 = {(4i + 1,4i - 5), (4i + 2,4i + 8) 10:S; i:S; 4} . 

From the differences 2 and 4, form the following 4 ordered 1- factors: 

Fi {(O, 2), (18, 16), (12, 14), (10,8), (6,4), (19,1), (5,3), (7,9), (13, 11), (17, 15)} ; 
Pi {(0,4),(18,2),(12,16),(10,14),(6,8),(17, 1),(13,15),(7,11),(5,9),(19,3)} ; 
Pi {CO, 16),(14, 18),(10,12),(2,6),(8,4),(5,1),(3, 7),(9,11),(15,19),(17,13)} ; 
Pi {(0,18),(14,16),(10,6),(2,4),(8,12),(3,1),(5, 7),(15, 11),(17,19),(9,13)} . 

From the remaining differences 1,7 and 9, form 6 ordered 1- factors F], Fi, Fl, Fl, Fl 
and F;j satisfying the conditions in Lemma 2. Now let 

Bo {(i,3+i,8+i) liE Z20} 
Bl {(ao,x,y) I (x,y) E Fl} U {(al,x,y) I (x,y) E Fl} U {Cf(al),x,y) I (x,y) E Fo} 

6 6 

B2 U {(ai,x,y) I (x,y) E F:?} U { U {(J(ai),x,y) I (x,y) E F?} 
i=2 i=2 

B Au Bo U f(Bo) UBI U f(Bl ) U B2 U f(B2) , 



Then (Y, B, J) is an antipodal triple system of order 33 containing (X, A, g) a sub­
system. 

A9. A Construction for v = 51 

Let (X,A,g) an antipodal triple system of order 19 where X = {ai liE Zl9} and 
g(ai) = a-i. Let Y = Xu Z32 and 

f(y) = {g(y) ~f y E X 
-y + 1 If Y E Z32 . 

Differences triples: (1,3,4), (5,7,12). From the differences 2,6 and t . 16, form the 
following 5 ordered 1- factors: 

Fo {(4i+l,4i+3),(4i+2,4i+4) 10~i::;7}; 
Fl {(4i+1,4i-5),(4i+2,4i+8) 10~i~7}; 
Fi = {( 4i + 1, 4i + 7), (4i + 2, 4i - 4) I 0 ~ i ::; 7} ; 
Fi {(4i,4i + 16), (4i + 5, 4i + 21)(4i + 18, 4i + 2), (4i + 19,4i + 3) 10 ::; i ~ 3} ; 
Fi {(4i,4i + 2), (4i + 5,4i + 3)(4i + 18, 4i + 16), (4i + 19,4i + 21) 10 ::; i ~ 3} . 

From the remaining differences 8,9,10,11,13,14 and 15, from 14 ordered I-factors F/ 
and Fl, 3 ~ i ::; 9, satisfying the conditions in Lemma 2. Let 

Bo {( i, 1 + i, 4 + i), (i, 5 + i, 12 + i) liE Z32} 
Bl {(ao,x,y) I (x,y) E Fl} U {(al,x,y) I (x,y) E Fi} U {(f(al),x,y) I (x,y) E Fo} 

B2 = U {ai, x, y) I (x, y) E F/} U U {aj, x, y) I (x, y) E F?} 
~2 ~2 

B = .A u {.U {Bi U f(Bd}} . 
1=0 

. Then (Y, B, J) is an antipodal triple system of order 51 containing (X, A, g) as a 
subsystem. 
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