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Abstract

In this paper we give a necessary and sufficient condition for a graph to
have its crossing number equal to the crossing number of its line graph.

1 Introduction

By a drawing of a graph G, we mean a drawing in the plane such that every edge is
represented by an arc. The arcs are allowed to cross, but they may not pass through
vertices (except for their endpoints) and no point is an internal point of three or
more arcs. A crossing is a common internal point of two arcs.

The crossing number cr(G) of a graph is the smallest crossing number of any
drawing of G in the plane, where the crossing number crφ(G) of a drawing φ is the
number of pairs of nonadjacent edges that intersect in the drawing. It is implicit
that the edges in a drawing are Jordan arcs and thus are non-self-intersecting. It is
easy to see that a drawing with minimum crossing number must be a good drawing;
that is, two edges have at most one point in common, which is either a common
end vertex or a crossing point. A good drawing φ of a graph G is called optimal if
crφ(G) = cr(G).
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The investigation of the crossing number of graphs is a classical but however
very difficult problem (see [5] or [8]). Garey and Johnson [6] have proved that the
problem of determining the crossing number of graphs is NP-complete. At present
the classes of graphs whose crossing numbers are determined are very scarce, and we
only know the crossing number of some classes of special graphs, for example: the
complete graphs with a small number of vertices [19]; the complete bipartite graphs
with fewer vertices in one bipartite partition [10, 19]; certain generalized Petersen
graphs [14]; and some Cartesian products of two cycles [4, 7, 12, 15, 16] and of paths
and stars [11].

The line graph of a graph G, denoted by L(G), is the graph with vertex set E(G)
in which two vertices are joined if and only if they are adjacent edges in G. In
particular, the study of the crossing number of the line graph of a graph has drawn
the attention of many authors; for example, see [1, 2, 9, 13, 17]. An earlier result
[17] characterizing the planarity of the line graph of a planar graph is the following
theorem.

Theorem 1.1. The line graph of a planar graph G is planar if and only if the
maximum degree Δ(G) ≤ 4 and every vertex of degree 4 is a cut-vertex of G.

It is natural to consider the crossing number of the line graph for a graph whose
crossing number is at least one. Jendrol and Kles̆c̆ in [9] have given the following
main result.

Theorem 1.2. Let G be a nonplanar graph with cr(G) = 1. Then cr(L(G)) = 1 if
and only if the following conditions hold:

(1) the maximum degree Δ(G) ≤ 4, and every vertex of degree 4 is a cut-vertex
of G;

(2) there exists a drawing of G in the plane with exactly one crossing in which each
crossed edge is incident with a vertex of degree 2.

In many cases, a line graph has a larger crossing number than that of its primal
graph: for example, the star graph with n + 1 vertices is planar and its crossing
number is 0, whereas its line graph is the complete graph on n vertices and its
crossing number is Ω(n4) if n ≥ 8 (see [18]).

In fact Theorem 1.2 above gives a necessary and sufficient condition for both the
line graph and its primal graph to have the same crossing number 1. In this paper
we consider the analogous problem, and extend the crossing number value “1” to
any integer k ≥ 1. That is, for any integer k ≥ 1, we give a necessary and sufficient
condition for the line graph to have the same crossing number k as that of its primal
graph. Surprisingly, the required conditions are analogous. Specifically, we obtain
the following theorem.

Theorem 1.3. Let G be a graph with cr(G) = k ≥ 1. Then cr(L(G)) = k if and
only if the following conditions hold:

(1) Δ(G) ≤ 4, and every vertex of degree 4 is a cut-vertex of G;
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(2) there exists a drawing of G in the plane with exactly k crossings in which each
crossed edge is incident with a vertex of degree 2.

From Theorem 1.3 above, we can easily obtain the following corollaries; although
a little trivial, they are still interesting.

Corollary 1.4. If a nonplanar graph G has no vertices of degree 2, then the crossing
numbers of G and L(G) are different.

Corollary 1.5. Let G be a graph with Δ(G) ≤ 4. If every vertex of degree 4 is a
cut-vertex of G, then G has a subdivision H such that cr(H) = cr(L(H)).

Therefore Theorem 1.3 is a generalization of Theorem 1.2. Our method is dif-
ferent from that used in [9]. Our paper is organized as follows. In Section 2 we
give some properties showing that the line graph contains some special subgraphs
homeomorphic to its primal graph. In Section 3 we give some elementary properties
of a graph and its line graph. Sections 4 and 5 contain, respectively, the proofs of
the necessity and the sufficiency of Theorem 1.3.

All graphs considered here are simple; that is, neither loops nor multiple edges
are permitted. Furthermore, all the graphs are connected, unless we know otherwise
from the context. For any A ⊆ E(G)∪V (G), the graph G\A is that obtained from G
by deleting all elements in A (note that when we delete a vertex, we must also delete
all edges incident with this vertex). If A contains a single element x, we simply
write G\x instead of G\A. If A is a vertex subset (an edge subset, respectively)
of a graph G, then G[A] denotes the vertex-induced subgraph (the edge-induced
subgraph, respectively) of G. The degree of a vertex u, denoted by degG(u), is the
number of edges of G incident with u, and Δ(G) is the maximum value among all
the degrees of vertices of G. A path is a connected graph with exactly two vertices
of degree 1 and all the rest of the vertices of degree 2 (we usually assume that it
has at least two vertices), while a cycle is a connected graph with each vertex of
degree 2. A path (cycle, respectively) of k vertices is also referred as a k-path (k-
cycle, respectively). If a graph H is isomorphic to a subdivision of a graph G, we
then say that H is homeomorphic to G.

Let G be a graph and L(G) be its line graph. We see from the definition that
each edge e of G naturally corresponds to a vertex of L(G). Throughout this paper,
we usually use ve to denote the vertex of L(G) that naturally corresponds to e of
G. Moreover, let v be a vertex of G of degree m, whose incident edges are precisely
ei (1 ≤ i ≤ m). Then the vertex-induced subgraph L(G)[{vei | 1 ≤ i ≤ m}] of
L(G) is isomorphic to the complete graph Km. Also we usually use Kv to denote the
induced subgraph L(G)[{vei|1 ≤ i ≤ m}], and for convenience we shall say that Kv

is a subgraph of L(G) that naturally corresponds to the vertex v of G. For any two
distinct vertices v and u of a graph G, it is obvious that the two subgraphs Kv and
Ku of L(G) are either vertex-disjoint, or else have exactly one vertex ve in common
(the latter case only occurs when u and v are joined by an edge e in G).

Let φ be a good drawing of a graph G. If A and B are two edge subsets of G, then
crφ(A,B) denotes the number of such crossings involving an edge of A and another
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of B.

For other terminology and definitions without explanation here, we follow [8].

2 Special subgraphs in line graphs

Definition 2.1. Let G be a graph and L(G) be its line graph, and let π: V (G) −→
V (L(G)) be a mapping from V (G) to V (L(G)). We say that π is an induced ho-
moeomorphic mapping from G to L(G) if it is an injection such that, for each vertex
u ∈ V (G), π(u) = ve, where e is an edge of G incident with u.

From the above definition, we easily see that if G is a tree, then there does not
exist an induced homoeomorphic mapping from G to its line graph L(G).

A vertex x of L(G) is called principal under π if there exists a vertex u of G such
that π(u) = x; otherwise, x is called secondary.

Let π be an induced homoeomorphic mapping from a graph G to its line graph
L(G). We see from Definition 2.1 that, for each edge e = uv of G, the line graph L(G)
has a unique path of length 1 or 2 (namely, an edge or a 2-path) which corresponds
to the edge e of G. Thus, we can define an extension of π for each edge e of G as
follows.

Definition 2.2. Let π be an induced homoeomorphic mapping from a graph G to
its line graph L(G). For any edge e = uv of G , we define:

π(e) =

⎧⎨
⎩

π(u)π(v), if π(u) = ve or π(v) = ve
(
an edge of L(G)

)
;

π(u)veπ(v), if π(u) 	= ve and π(v) 	= ve
(
a path of length 2 of L(G)

)
.

From the definition, we know that π(e) is well defined and that if π(e) = π(u)veπ(v),
namely a 2-path of L(G), then ve is the common vertex of the two subgraphs Ku

and Kv of L(G).

Take E∗ =
⋃

e∈E(G)

{all edges in π(e)} as an edge subset of L(G). We now consider

the edge-induced subgraph L(G)[E∗] of L(G). For given π, E∗ is uniquely deter-
mined, and so is L(G)[E∗]. In this sense, we also say that L(G)[E∗] is induced by π.
Since each principal vertex of L(G) must be incident with an edge in E∗, we see that
L(G)[E∗] contains all principal vertices of L(G). Moreover, we have the following
lemma.

Lemma 2.1 Suppose that π is an induced homoeomorphic mapping from a graph
G to its line graph L(G). If L(G)[E∗] is the subgraph of L(G) induced by π, then
L(G)[E∗] is homeomorphic to G.

Proof. First, as stated above, L(G)[E∗] contains all principal vertices of L(G).
Again, we observe that, for a vertex x of L(G)[E∗], if x is a secondary vertex of
L(G) under π, then x must have degree 2 in L(G)[E∗]. Note that secondary vertices
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are subdivision vertices. Thus it is not difficult to check from the definitions that π
induces also a homeomorphic mapping between G and L(G)[E∗]. �

The above Lemma 2.1 validates the choice of terminology “induced homoeomor-
phic mapping from G to L(G)” in Definition 2.1.

The rest of this section will be devoted to finding conditions under which not only
L(G) contains a subgraph homeomorphic to G, but also L(G) has an edge whose
removal contains a subgraph homeomorphic to G. We first give some lemmas.

Lemma 2.2 Let G be a tree and u be any vertex of G. Then there exists a mapping
π from V (G)\{u} to V (L(G)) such that π is an injection and, for each vertex x ∈
V (G)\{u}, we have π(x) = ve, where e is an edge of G incident with x.

Proof. We first transfer G into a rooted tree
−→
G by choosing u as the root. For any

vertex x ∈ V (G)\{u}, since there is a unique in-degree edge e incident with x, we
define the mapping π from V (G)\{u} to V (L(G)) by π(x) = ve. It is easily verified
that π is as desired. �

In [9], Jendrol and Klešč proved that if G is a graph containing at least one
cycle then the line graph L(G) has a subgraph homeomorphic to G. Nevertheless,
in order to keep this paper as self-contained as possible, with the help of Lemma 2.2
we will give a proof of this result by using the method of “induced homoeomorphic
mapping”.

Lemma 2.3 Let G be a graph with at least one cycle. Then there exists an induced
homeomorphic mapping π from G to L(G), and thus the subgraph of L(G) induced
by π is homeomorphic to G.

Proof. We only prove the former, for the latter is direct from Lemma 2.1. Our
method is by induction on the number of edges of G. If G is a unicycle graph, then
there exists an edge f in G such that G′ = G\f is a tree. Let u be an end vertex
of f . By Lemma 2.2, there exists a mapping π′ from V (G′)\{u} to V (L(G′)), as
stated in Lemma 2.2. Now, we extend π′ into a desired mapping π as follows: for
any vertex x ∈ V (G), we define

π(x) =

{
π′(x), if x 	= u;
vf , if x = u.

It is easily checked from Definition 2.1 that π is an induced homeomorphic mapping
from G to L(G). Assume now that the conclusion holds for a graph with at least
one cycle and with fewer edges than G. Let G be a graph that has at least two
cycles. Then we can choose an edge h of G such that G\h is connected and has at
least one cycle. Thus, by the inductive hypothesis there exists an induced homeo-
morphic mapping π′′ from G\h to L(G\h). Since both G and G\h have the same
vertex set and L(G\h) is a subgraph of L(G), we can see that π′′ is also an induced
homeomorphic mapping from G to L(G). The proof is thus finished by the inductive
hypothesis. �
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Lemma 2.4 Suppose that there exists an induced homeomorphic mapping π from a
graph G to its line graph L(G), and let G∗ be the subgraph of L(G) induced by π.
Assume that e1 and e2 are a pair of adjacent edges of G with a common end vertex v.
If G∗ contains the edge ve1ve2, then either π(v) = ve1 or π(v) = ve2.

Proof. Let vi be the other end vertex of ei for i = 1, 2. Recall that as in the
paragraph before Lemma 2.1, G∗ contains all principal vertices of L(G). Since ve1ve2
is an edge of G∗, it follows from the definition of G∗ that there exists an edge f =
xy ∈ E(G), where x and y are two end vertices of f , such that one of the following
two cases happens:

Case 1: π(f) is a 2-path of L(G), and ve1ve2 is an edge of π(f);

Case 2: π(f) is an edge of L(G), and ve1ve2 is π(h).

Suppose Case 1 happens. In this case we can write π(f) = π(x)vfπ(y). Since
ve1ve2 is an edge of π(f), by the definition, either ve1 = vf and ve2 ∈ {π(x), π(y)},
or ve2 = vf and ve1 ∈ {π(x), π(y)}. If the former holds, clearly e1 = f . Since G is
simple, we have {v, v1} = {x, y}, and so ve2 ∈ {π(x), π(y)} = {π(v), π(v1)}. On the
other hand, we can conclude that ve2 	= π(v1), or otherwise, e2 must be incident with
v1, which contradicts the simplicity of G. It therefore follows that ve2 = π(v). If the
latter holds, by the same arguments we find that ve1 = π(v).

Suppose Case 2 happens. In this case we can write π(f) = π(x)π(y). Since
π(f) is an edge of G∗, vf ∈ {π(x), π(y)} by the definition π(f). Again, since the
edge ve1ve2 is π(h), we have {π(x), π(y)} = {ve1, ve2}. Therefore, vf ∈ {ve1, ve2}. If
vf = ve1, then this implies that f = e1, and therefore {x, y} = {v, v1}. So we obtain
π(v) ∈ {π(v), π(v1)} = {π(x), π(y)} = {ve1, ve2}. If vf = ve2 , the arguments are
analogous.

The two cases covered above complete the proof of the lemma. �

Lemma 2.5 Let e be an edge of a graph G with an end vertex u. If e is not a cut-
edge of G, then there exists an induced homeomorphic mapping π from G to L(G)
such that π(u) 	= ve.

Proof. Let G′ = G\e. Since e is not a cut-edge of G, either G′ is a connected
graph containing at least one cycle or G′ is a tree. If G′ is the former, by Lemma 2.3
there exists an induced homeomorphic mapping π′ from G′ to L(G′). Because ve 	∈
V (L(G′)), obviously π′(u) 	= ve. On the other hand, since both G and G′ have the
same vertex set and L(G′) is a subgraph of L(G), by Definition 2.1, π′ is also an
induced homeomorphic mapping from G to L(G), and so π′ is as desired. If G′ is
a tree, then G has a cycle C containing e. By the simplicity of G, we can choose
another edge e′′ from C such that e′′ is also incident with u but e′′ 	= e, and moreover
such that G′′ = G\e′′ is still a tree. By Lemma 2.2, there exists a mapping π′′ from
V (G′′)\{v} to V (L(G′′)), stated as in Lemma 2.2. Now we extend π′′ into a desired
mapping π from G to L(G) as follows: for any vertex x ∈ V (G), we define

π(x) =

⎧⎨
⎩

π′′(x), if x 	= u;

ve′′, if x = u.
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It is easily checked that π is an induced homeomorphic mapping from G to L(G).
Clearly, π(u) = ve′′ 	= ve. This proves the lemma. �

With the above lemmas, we conclude this section with the following main result,
which indicates that under certain conditions the line graph has an edge whose
removal contains a subgraph homeomorphic to its primal graph.

Lemma 2.6 Assume that G is a graph containing at least one cycle, v is a vertex
of G with the degree degG(v) ≥ 3, and e1 and e2 are two edges of G incident with v.
Let Kv be the subgraph of L(G) naturally corresponding to v, and let α = ve1ve2 be
an edge of Kv. Then we have

(1) If v is not a cut-vertex of G, then L(G)\α has a subgraph homeomorphic to G.

(2) Let β be an edge of Kv, and β 	= α. If β and α are not adjacent, then either
L(G)\α or L(G)\β has a subgraph homeomorphic to G.

(3) Let β be an edge of Kv, and α 	= β. If at least one of e1 and e2 is not a cut-edge
of G, then either L(G)\α or L(G)\β has a subgraph homeomorphic to G.

Proof. We first prove (1). Set G′ = G\e1. Since v is not a cut-vertex of G and
has degree at least 3, we know that G′ is connected and moreover e2 is not a cut-
edge of G′. By Lemma 2.5, there exists an induced homeomorphic mapping π′ from
G′ to L(G′) such that π′(v) 	= ve2 . Because e1 	∈ E(G′), obviously π′(v) 	= ve1.
Since both G and G′ have the same vertex set and L(G′) is a subgraph of L(G), by
Definition 2.1, π′ is also an induced homeomorphic mapping from G to L(G), and
thus by Lemma 2.3, π′ induces a subgraph G∗ of L(G) that is homeomorphic to G.
Because π′(v) 	∈ {ve1 , ve2}, it follows from Lemma 2.4 that α does not belong to G∗.
This proves (1).

We next prove (2). Let β = vfvh be an edge β of Kv, where f and h are two edges
of G incident with v. Because α and β are not adjacent, we have {f, h}∩{e1, e2} = ∅,
and thus {vf , vh} ∩ {ve1 , ve2} = ∅. Since G contains at least one cycle, by Lemma
2.3 there exists an induced homeomorphic mapping π from G to L(G) that induces a
subgraph G∗ of L(G) homeomorphic to G. Assume to the contrary that both α and
β belong to G∗. Then, by Lemma 2.4, π(v) ∈ {ve1, ve2} ∩ {vf , vh}. This contradicts
the fact that {vf , vh} ∩ {ve1 , ve2} = ∅. This proves (2).

We finally prove (3). Without loss of generality, assume that e1 is not a cut-edge
of G. Because of the truth of (2), we restrict our consideration to the case that α and
β are adjacent. Therefore, we consider the following two cases, according to whether
ve1 or ve2 is the common end vertex of α and β.

Case 3.1. Suppose ve1 is the common end vertex of α and β. Then we can write
β = ve1vf , where f is an edge of G incident with v, and f 	= e1, f 	= e2. Obviously,
vf 	= ve1 and vf 	= ve2. By our assumption that e1 is not a cut-edge of G, we know
from Lemma 2.5 that there exists an induced homeomorphic mapping π from G to
L(G) such that π(v) 	= ve1. Again, by the latter part of Lemma 2.3, π induces
a subgraph G∗ of L(G) that is homeomorphic to G. Assume to the contrary that



Y. HUANG ET AL. /AUSTRALAS. J. COMBIN. 77 (2) (2020), 224–248 231

both α and β belong to G∗. We then know from Lemma 2.4 that π(v) ∈ {ve1 , ve2}
and π(v) ∈ {ve1 , vef}. It follows that π(v) ∈ {ve1, ve2}

⋂{ve1, vf} = {ve1}, namely
π(v) = ve1, a contradiction.

Case 3.2. Suppose ve2 is the common end vertex of α and β. If e2 is not a
cut-edge of G, the arguments are analogous as in Case 3.1 above. Therefore, assume
that e2 is a cut-edge of G. Let G1 and G2 be the two components of G\e2. Without
loss of generality, assume that e1 is an edge of G1, and let the other end vertex of β
be vh, where h is an edge of G incident with v. Certainly, h is an edge of G1. Since
e1 is not a cut-edge of G by our assumption, it is known that e1 is not a cut-edge
of G1. By Lemma 2.5, there exists an induced homeomorphic mapping π′ from G1

to L(G1) such that π′(v) 	= ve1 . Now we again deal with the following two subcases
according to whether G2 has cycles or not.

Subcase 3.2.1. Suppose G2 has cycles. By Lemma 2.3, there exists an induced
homeomorphic mapping π′′ from G2 to L(G2). Now define a mapping π: V (G) −→
V (L(G)) as follows: for any vertex x ∈ V (G),

π(x) =

⎧⎨
⎩

π′(x), if x ∈ V (G1);

π′′(x), if x ∈ V (G2).

We can verify that π is an induced homeomorphic mapping from G to L(G). Thus,
by Lemma 2.3, π induces a subgraph G∗ of L(G) that is homeomorphic to G. Clearly,
π(v) 	= ve1 and π(v) 	= ve2. Therefore it follows from Lemma 2.4 that α does not
belong to G∗.

Subcase 3.2.2. Suppose G2 has no cycles, namely G2 is a tree. Let v2 be
the other end vertex of e2 that belongs to G2. First, by Lemma 2.2 there exists a
mapping π′′′ from V (G2)\{v2} to V (L(G2)), as stated in Lemma 2.2. We now define
a mapping θ: V (G) −→ V (L(G)) as follows: for any vertex x ∈ V (G),

θ(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

π′(x), if x ∈ V (G1);

π′′′(x), if x ∈ V (G2) and x 	= v2;

ve2 , if x = v2.

Similarly we can check that θ is an induced homeomorphic mapping from G to L(G),
and thus by Lemma 2.3, θ induces a subgraph G∗∗ of L(G) that is homeomorphic
to G. Note that θ(v) 	= v(e1) and θ(v) 	= v(e2). It thus follows from Lemma 2.4 that
α does not belong to G∗∗.

Therefore the proof of the lemma is finished. �

3 Elementary properties on the crossing number of a graph
and its line graph

Before proving the necessity of Theorem 1.3 in the next section, we first give some
lemmas in this section.
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Let φ be a good drawing of a graph G. Then φ partitions the plane into some
parts. For convenience, each part is called a region of φ, and exactly one region that
is not bounded is called an infinite region while the rest of the regions are called
finite regions. We note that the boundary of each region is not necessarily a closed
walk of the drawn G.

With the help of the stereographic project of the plane graph, the following lemma
is easily obtained from standard graph drawing techniques.

Lemma 3.1 Let φ be a good drawing of a graph G. Then we have

(1) for a vertex v of G, there exists a good drawing φ1 of G such that v lies on the
boundary of the infinite region of φ1, and crφ1(G) = crφ(G);

(2) for an edge e of G that is not crossed under φ, there exists a good drawing φ2

of G such that e is not crossed under φ2, e lies on the boundary of the infinite
region of φ2, and crφ2(G) = crφ(G);

(3) for a cycle C of G that is the boundary of a region of φ, there exists a good
drawing φ3 of G such that C is the boundary of the infinite region of φ3, and
crφ3(G) = crφ(G). This conclusion is also true if we replace “infinite region”
by “finite region”.

Let v be a vertex of a graph G. If G can be decomposed into two subgraphs G1

and G2 such that G1 ∪G2 = G, V (G1)∩ v(G2) = {v}, and E(G1)∩E(G2) = ∅, then
we say that G is obtained by amalgamating G1 and G2 at the vertex v, and we use
G1 �v G2 to denote such G.

Lemma 3.2 Let G1 �v G2 be a graph obtained by amalgamating two graphs G1 and
G2 at a vertex v. If φ is an optimal drawing of G1 �v G2, then we have

(1) both of these two restricted drawings φ|G1 and φ|G2 are optimal drawings of
G1 and G1, respectively;

(2) crφ
(
E(G1), E(G2)

)
= 0.

Proof. Combined the optimality of φ with Lemma 3.1 (1), the claim is easily ob-
tained by a routing analysis, and we omit the details. �

Analogous to the vertex-amalgamating graph above, we define the edge-amal-
gamating graph. Let e = xy be an edge of a graph G, where x and y are two end
vertices of e. If G can be decomposed into two subgraphs G1 and G2 such that
G1 ∪G2 = G, V (G1) ∩ V (G2) = {x, y}, and E(G1)∩E(G2) = {e}, then we say that
G is obtained by amalgamating G1 and G2 along the edge e, and we use G1 
eG2 to
denote such G.

Lemma 3.3 Let G1 
e G2 be a graph obtained by amalgamating two graphs G1 and
G2 along an edge e. If φ is an optimal drawing of G1
eG2 such that e is not crossed,
then we have
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(1) crφ
(
E(G1), E(G2)

)
= 0;

(2) for each i = 1, 2, there does not exist a good drawing ωi of Gi such that e is
not crossed and crωi

(Gi) < crφ|Gi
(Gi).

Proof. This is straightforward, by applying Lemma 3.1 (2) and the assumption
that e is not crossed under the optimal drawing φ. �

Let C be a cycle of a graph G. If G\V (C) is connected, then C is called nonsep-
arating, and if the vertex-induced subgraph G[V (C)] of G is just C itself, then C is
called induced. A cycle is called an induced nonseparating cycle, if it is both induced
and nonseparating.

Let C be a cycle of a graph G. If G can be decomposed into two subgraphs G1

and G2 such that G1∪G2 = G, V (G1)∩V (G2) = V (C), and E(G1)∩E(G2) = E(C),
then we say that G is obtained by amalgamating G1 and G2 along the cycle C, and
we use G1 ⊕C G2 to denote such G.

Lemma 3.4 Let G1 ⊕C G2 be a graph obtained by amalgamating two graphs G1 and
G2 along a cycle C. Suppose that C is an induced nonseparating cycle in both G1

and G2. If φ is an optimal drawing of G1⊕C G2 such that no edges of C are crossed,
then crφ

(
E(G1), E(G2)

)
= 0.

Proof. We note the fact that if a cycle C of a graph G is both induced and non-
separating, and moreover there are no crossings on C under the optimal drawing φ,
then C must bound a region of φ. Combined with Lemma 3.1(3), the conclusion of
the lemma is easy to obtain by a routine analysis; we omit the details. �

With the help of the lemmas above, we conclude this section with a key lemma
that will be used in the proof of the necessity of Theorem 1.3.

Lemma 3.5 Let G be a graph containing a cut-vertex v with degG(v) = 3 or 4, and
let Kv be the subgraph of L(G) naturally corresponding to v. If φL is an optimal
drawing of L(G) such that Kv has a crossed edge, then Kv must have another crossed
edge.

Proof. We first consider the case degG(v) = 3. Let e1, e2 and e3 be three edges
incident to v. Since v is a cut-vertex of G, at least one edge among e1, e2 and e3,
without loss of generality, say e1, is a cut-edge of G (not excluding that e2 or e3
is also a cut-edge of G). Let G′

1 and G2 be two components of G\{e1}, where G′
1

contains v and G1 = G′
1\{v} (see Figure 1 (A)). Then we can sketch the outline of

the structure of L(G), as displayed in Figure 1 (B), where G1 is the line graph of
G′

1, and G2 is the line graph of the induced subgraph G[V (G2) ∪ {v}], and Kv is
the complete graph K3 naturally corresponding to v and containing the three edges
α = ve1ve2 , β = ve1ve3 and γ = ve2ve3.

From the structure we can write L(G) as follows:

L(G) =
(G1 
γ Kv

)�ve1
G2.
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Figure 1: The structure of G (left) and its line graph L(G) (right).

Assume to the contrary that Kv has a unique crossed edge x ∈ {α, β, γ} under
φL. Let y ( 	= x) be another edge of L(G) that makes a crossing with x. Because φL
is a good drawing of L(G), obviously y 	∈ {α, β, γ}. Combining the optimality of φL
with Lemma 3.2(1), it follows that these two restricted drawings ω1 = φL|(G1
γ Kv)
and ω2 = φL|G2 are two optimal drawings of G1 
γ Kv and G2, respectively. Since
y 	∈ {α, β, γ}, y must be an edge of G1 by Lemma 3.2 (2). We now distinguish two
cases as follows.

Case 1: if x = α, or x = β: We only consider the case x = α, for it is analogous
for x = β. At this time we notice that γ is not a crossed edge under ω1. Again
because ω1 is an optimal drawing of G1 
γ Kv, by Lemma 3.3 (1), y ∈ {α, β, γ},
contradicting y 	∈ {α, β, γ}.

Case 2: if x = γ: We first see that ve1 is a vertex of G1 
γ Kv of degree 2, and
that both α and β are not crossed edges under ω1. In this case we can obtain a good
drawing ω′

1 of G1
γ Kv by redrawing the edge γ closely along one of two sides of the
path ve2αve1βve3 . We see that this drawing ω′

1 has at least one crossing fewer than
ω1, contradicting the fact that ω1 is an optimal drawing of G1 
γ Kv.

The above two cases conclude the proof for degG(v) = 3. We then consider the
case degG(v) = 4. Let ei (i = 1, 2, 3, 4) be the four edges incident to v. Since v is a
cut-vertex of G, without loss of generality there are four cases as follows:

Case A: Each ei (1 ≤ i ≤ 4) is incident to a different component of G\{v} (see
Figure 2 (A)), where each Gi is a component containing the other end vertex of ei.

Case B: Two edges, say e1 and e2, are incident to the same component of G\{v},
and e3 and e4 are, respectively, incident to two difficult components of G\{v} (see
Figure 2 (B)), where G1 is a component containing the other end vertices of e1 and
e2, while Gi (i = 2, 3) is the one containing the other end vertex of ei.

Case C: Two edges, say e1 and e2, are incident to the same component of G\{v},
and e3 and e4 are incident to another component of G\{v} (see Figure 2 (C)), where
G1 is a component containing the other end vertices of e1 and e2, while G2 is the one
containing the other end vertices of e3 and e4.

Case D: Three edges, say e1, e2 and e3, are incident to the same component of
G\{v}, and e4 is incident to another component of G\{v} (see Figure 2 (D)), where
G1 is a component containing the other end vertices of e1, e2 and e3, while G2 is the
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Figure 2: The possible structures of the graph G associated with the cut-vertex v.

one containing the other end vertex of e4.

Note that Kv is a subgraph of L(G) isomorphic to the complete graph K4. Let
x be a crossed edge of Kv, and y be an edge of L(G) that makes a crossing with x
under φL. If y is also an edge of Kv, then the desired conclusion of the lemma is
obtained. Therefore, in the following we always assume that y 	∈ E(Kv), and keep in
mind that all edges of Kv, except for x, are not crossed under φL. We now deal with
the above four cases A–D.

If Case A occurs. We can see that the general structure of L(G) can be sketched
as in Figure 3, where Gi = L(G[V (Gi) ∪ {v}]) for 1 ≤ i ≤ 4.

Therefore we can denote L(G) by

L(G) =
(((G1 �ve1

Kv

)�ve2
G2

)�ve3
G3

)�ve4
G4.

Since φL is an optimal drawing of L(G), a recursive application of Lemma 3.2(1)
and (2) yields that y must be an edge of Kv, contradicting the assumption that
y 	∈ E(Kv).

If Case B occurs. Then L(G) has the following structure as shown in Figure 4,
where G12 = L(G[V (G1) ∪ {v}]), G3 = L(G[V (G2) ∪ {v}]), and G4 = L(G[V (G3) ∪
{v}]). Similarly, we can denote L(G) by

L(G) =
((G12 
γ Kv

)�ve3
G3

)�ve4
G4, where γ is the edge ve1ve2.
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Figure 3: The general structure of L(G) corresponding to Case A.

Since φL is an optimal drawing of L(G), by a recursive application of Lemma 3.2 (1)
and (2), we can obtain that the restricted ω = φL|(G12 
γ Kv) is an optimal drawing
of G12 
γ Kv, and moreover that y must be an edge of G12 
γ Kv. Note that x is the
unique crossed edge of Kv under ω. We consider two subcases.

Figure 4: The general structure of L(G) corresponding to Case B.

Subcase (B1): If x 	= γ. Then γ is not crossed under ω. Since ω is an optimal
drawing of G12 
γ Kv, with the help of Lemma 3.3 (1) we obtain that y must be an
edge of Kv, also contradicting the assumption that y 	∈ E(Kv).

Subcase (B2): If x = γ. Note that all edges in Kv except for x are not crossed
under ω. Since ve3 is a vertex of G12
γKv of degree 3, we can obtain a good drawing
ω′ of G12
γKv by choosing one of the two sides of the 2-path ve1ve3ve2 and redrawing
the edge x closely along the chosen side of this 2-path. We can observe that ω′ has at
least one crossing fewer than ω, contradicting the fact that ω is an optimal drawing
of G12 
γ Kv.

If Case C occurs. Then L(G) has the structure as shown in Figure 5, where
G12 = L(G[V (G1)∪{v}]), G34 = L(G[V (G2)∪{v}]), α and β denote the edges ve1ve2
and ve3ve4 , respectively. We now consider two subcases.

Subcase (C1): If x 	= α and x 	= β. From the structure of L(G) we can denote
L(G) by

L(G) =
(G12 
α Kv

)
β G34.



Y. HUANG ET AL. /AUSTRALAS. J. COMBIN. 77 (2) (2020), 224–248 237

Figure 5: The general structure of L(G) corresponding to Case C.

Since φL is an optimal drawing of L(G) and the edge β = ve3ve4 is not crossed under
φL, it thus follows from Lemma 3.3 (1) that y must be an edge of G12 
αKv. On the
other hand we can also denote L(G) by

L(G) =
(G34 
β Kv

)
α G12.

By the same reason we deduce that y is an edge of G34 
β Kv. Since G12 and G34 are
edge-disjoint, it implies that y must be an edge of Kv, contradicting the assumption
that y 	∈ E(Kv).

Subcase (C2): If x = α, or x = β. We only consider the case x = α, for it
is analogous for the case x = β. As stated in the above subcase (C1), L(G) can be
written as

L(G) =
(G12 
α Kv

)
β G34.

Since φL is an optimal drawing of L(G) and the edge β = ve3ve4 is not crossed
under φL, by Lemma 3.3 (1) we know that y must be an edge of G12 
α Kv. Let
ω = φL|(G12
αKv) be the restricted drawing of G12
αKv. Note that all other edges
of Kv except for x are not crossed under ω. Since ve3 is a vertex of G12 
α Kv of
degree 3, and the edges ve1ve3 and ve3ve2 are not crossed under ω, we can obtain a
good drawing ω′ of G12 
α Kv by redrawing the edge x closely along one of the two
sides of the 2-path ve1ve3ve2, such that x is not crossed. At the same time we easily
see that ω′ has at least one crossings fewer than ω and that the edge β is not crossed
under ω′. But this contradicts Lemma 3.3 (2).

If Case D occurs. Then L(G) has the general structure as shown in Figure 6,
where G123 = L(G[V (G1) ∪ {v}]), and G4 = L(G[V (G2) ∪ {v}]). Therefore we can
denote L(G) by

L(G) =
(G123 ⊕C Kv

)�ve4
G4, where C denotes the 3-cycle ve1ve2ve3ve1.

Let ω1 = φL|(G123 ⊕C Kv) and ω2 = φL|G4 be two restricted drawings of G123 ⊕C Kv

and G4, respectively. Since φL is an optimal drawing of L(G), by Lemma 3.2, both
ω1 and ω2 are, respectively, the optimal drawings of G123⊕CKv and G4, and moreover
y must be an edge of G123 ⊕C Kv. Since x is an edge of Kv, we now consider two
subcases.

Subcase (D1): If the edge x ∈ {ve1ve2, ve1ve3, ve2ve3}. Assume that x = ve1ve2,
for the arguments of the rest cases are analogous. Note that all other edges in Kv
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Figure 6: The general structure of L(G) corresponding to Case D.

except for x are not crossed under ω1. Since ve4 is a vertex of G123⊕C Kv of degree 3,
we can obtain a good drawing ω′

1 of G123⊕CKv by redrawing the edge x closely along
one of the two sides of the 2-path ve1ve4ve2 . We see that ω′

1 has at least one crossing
fewer than ω1, contradicting the fact that ω1 is an optimal drawing of G123 ⊕C Kv.

Subcase (D2): If the edge x ∈ {ve1ve4 , ve2ve4 , ve3ve4}. We easily verify that the
3-cycle C = ve1ve2ve3ve1 is an induced nonseparating cycle of both G123 and Kv. Also
note that in this subcase no edges of C are crossed under ω1. Since ω1 is an optimal
drawing of G123 ⊕C Kv, it follows from Lemma 3.4 that y must be an edge of Kv.
This contradicts our assumption that y 	∈ E(Kv).

The above cases now complete the proof for the case degG(v) = 4, and the proof
of the lemma is obtained. �

4 The proof of the necessity of Theorem 1.3

We first give the following lemma, whose proof is straightforward from standard
graph drawing techniques, and is easily obtained by using Lemma 3.2.

Lemma 4.1 Let φ be an optimal drawing of a graph G. If e is a crossed edge, then
e is not a cut-edge of G.

The proof of the necessity of Theorem 1.3. We first prove the necessity (1) of
Theorem 1.3. Clearly, G must have cycles, otherwise G is a tree and thus cr(G) = 0,
contradicting cr(G) = k ≥ 1. Let φL be an optimal drawing of L(G), that is,
crφL(L(G)) = k. Assume to the contrary that G has a vertex v with degG(v) ≥ 5.
Note that the subgraph Kv of L(G), which naturally corresponds to the vertex v of
G, is a complete graph on at least five vertices. Therefore we can see that there
exist two non-adjacent edges of Kv; let them be α and β, such that α and β are
crossed with each other under φL. This thus implies that cr

(
L(G)\α) ≤ k − 1 and

cr
(
L(G)\β) ≤ k − 1. On the other hand, since α and β are not adjacent in Kv,

by Lemma 2.6 (2) either L(G)\α or L(G)\β has a subgraph homeomorphic to G.
So it follows that either cr

(
L(G)\α) ≥ cr(G) = k or cr

(
L(G)\β) ≥ cr(G) = k.

This contradiction implies Δ(G) ≤ 4. Again, assume to the contrary that G has a
non-cut-vertex v of degree 4. Note also that the subgraph Kv of L(G) that naturally
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corresponds to the vertex v of G is the complete graph K4. Since v is not a cut-
vertex of G, we contract the edges of L(G) that are not incident with the vertices
of Kv, and then obtain a graph that is isomorphic to the complete graph K5. It
is thus known that Kv has an edge α′ that is crossed under φL. This shows that
cr
(
L(G)\α′) ≤ k − 1. Again since v is not a cut-vertex of G, by Lemma 2.6 (1),

L(G)\α′ has a subgraph homeomorphic to G, and thus cr
(
L(G)\α′) ≥ cr(G) = k.

This contradiction shows that each vertex of degree 4 must be a cut-vertex of G. So
the necessity (1) of Theorem 1.3 is proved.

We now prove the necessity (2) of Theorem 1.3. As just mentioned above, since
G has cycles, it follows from Lemma 2.3 that there exists an induced homeomor-
phic mapping π from G to L(G) and moreover the subgraph G∗ induced by π is
homeomorphic to G. Let ψL be an optimal drawing of L(G) and let ψ∗ = φL|G∗

be the restricted drawing of G∗. Obviously, crψ∗(G∗) ≤ crψL

(
L(G)

)
= k. On the

other hand, since G∗ is homeomorphic to G, we have that cr(G∗) = cr(G) = k. It
thus implies that crψ∗(G∗) = cr(G∗) = k, namely, ψ∗ is an optimal drawing of G∗.
Noting that G∗ is homeomorphic to G, and moreover, by the definition of G∗ and
the process of the proof of Lemma 2.1, we see that this homeomorphism between G
and G∗ preserves each edge e of G corresponding to π(e) (an edge or a 2-path of G∗).
Associated with the optimal drawing ψ∗ of G∗, naturally we can obtain an optimal
drawing ψ of G, namely crψ(G) = k, such that, for any edge e of G, ψ has a crossing
appearing on e if and only if ψ∗ has a crossing appearing on π(e) (roughly speaking,
we can superimpose the drawing ψ∗ of G∗ on G to obtain the drawing ψ, by drawing
the vertices of G very close to the corresponding vertices of G∗, and letting each edge
e of G be drawn very close to π(e), an edge or a 2-path of G∗). Since ψ∗ (= ψL|G∗)
is a restricted drawing, this again indicates that ψ has a crossing appearing on an
edge e of G if and only if ψL has a crossing appearing on π(e) of L(G). Assume
that e1 is any crossed edge of G under ψ, whose two end vertices are u and v. Since
crψ(G) = k, in order to prove the necessity (2) of Theorem 1.3, it suffices to prove
that either degG(v) = 2 or degG(u) = 2. First, since e1 is a crossed edge under the
optimal drawing ψ, by Lemma 4.1, e1 is not a cut-edge of G, and thus degG(u) 	= 1
and degG(v) 	= 1. Combining with the truth of the necessity (1) of Theorem 1.3,
we now assume to the contrary that 3 ≤ degG(u) ≤ 4 and 3 ≤ degG(v) ≤ 4. Let
e1, e2, e3, . . . , et be all edges of G incident with v, and e1, e

′
2, e

′
3, . . . , e

′
s be all edges of

G incident with u, where t = degG(v) and s = degG(u). Since e1 is a crossed edge
of G under ψ, just as stated above, ψL has a crossing appearing on π(e1). We now
distinguish two cases according to whether π(e1) is an edge or a 2-path of L(G).

Case 1. If π(e1) = π(u)π(v) is an edge of L(G). In this case we see from the
induced homeomorphic mapping π that either π(u) = ve1 and π(v) ∈ {ve2, . . . , vet},
or π(v) = ve1 and π(u) ∈ {ve′2, . . . , ve′s}. Without loss of generality we only deal with
the former, for the arguments are completely analogous for the latter. Let π(v) = vei
(2 ≤ i ≤ t). That is to say, π(e1) = ve1vei. Note that π(e1) (let it be α) is an edge
of the subgraph Kv of L(G), which naturally corresponds to the vertex v of G. We
consider two subcases according to whether v is a cut-vertex of G or not.

Case 1.1. If v is a cut-vertex of G. Since degG(v) = 3 or 4 by our assumption and
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ψL is an optimal drawing of L(G) with a crossed edge α in Kv, by Lemma 3.5, Kv has
another crossed edge β. This therefore implies that cr(L(G)\α) ≤ cr(L(G)) − 1 =
k−1 and cr(L(G)\β) ≤ cr(L(G))−1 = k−1. On the other hand, noting that e1 is not
a cut edge of G, we apply Lemma 2.6 (3) to obtain that either L(G)\α or L(G)\β has
a subgraph homeomorphic to G. This shows that either cr(L(G)\α) ≥ cr(G) = k,
or cr(L(G)\β) ≥ cr(G) = k. A contradiction appears.

Case 1.2. If v is not a cut-vertex of G. Since ψL is an optimal drawing of
L(G) with the crossed edge α, cr(L(G)\α) ≤ cr(L(G)) − 1 = k − 1. On the other
hand, since degG(v) = 3 or 4 by our assumption, it follows from Lemma 2.6 (1) that
L(G)\α has a subgraph homeomorphic to G. Therefore, cr(L(G)\α) ≥ cr(G) = k.
A contradiction appears too.

Case 2. If π(e1) is a 2-path of L(G). In this case we know from the induced
homeomorphic mapping π that we can let π(e1) = π(u)ve1π(v) and know that π(v) ∈
{ve2, . . . , vet} and π(u) ∈ {ve′2 , . . . , ve′s}. Without loss of generality, we can let π(v) =
ve2 and π(u) = ve′2. Since ψ has a crossing appearing on e, just as stated above, ψL has
a crossing appearing on π(e1) (= ve′2ve1ve2). Therefore, ψL has a crossing appearing
on the edge ve′2ve1 or on the edge ve1ve2. Without loss of generality, assume that
ψL has a crossing appearing on the edge ve1ve2. For the remainder of the proof, we
considered the two cases that v is a cut-vertex of G or not. We omit the details, for
the argument is the same as in Case 1.

Now the proof of the necessity (2) of Theorem 1.3 is obtained, and so the proof
is complete. �

5 The proof of the sufficiency of Theorem 1.3

Before proving the sufficiency of Theorem 1.3, we first give some lemmas. Let φ be a
good drawing of a graph G, and let ei (i = 1, 2) be an edge of G with two end vertices
ui and vi. Suppose that α is a crossing point involving these two edges e1 and e2.
Then we can produce a new graph G′ from the drawn graph G, whose vertex set and
edge set are respectively V (G)∪{α} and

(
E(G)\{e1, e2}

)∪{αu1, αv1, αu2, αv2}. At
this time, we shall say that G′ is obtained from the drawn graph G by viewing α as
a new vertex.

With the help of Lemma 3.1 (1) and conventional graph-drawing techniques we
can easily get the following lemma.

Lemma 5.1 Let φ be an optimal drawing of a graph G with a crossing α involving
two edges e1 and e2. Suppose that G′ is a graph obtained by viewing α as a new
vertex. Then we have:
(1) cr(G′) = cr(G)− 1;
(2) α is not a cut-vertex of G′;
(3) if x is a cut-vertex of G, then x is also a cut-vertex of G′.

Let G be a graph with a vertex v of degree 4, and let ei (1 ≤ i ≤ 4) be four edges
incident with v. Assume that φ is an optimal drawing ofG, where the four edges ei are
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drawn so that the clock-wise order around v is, for example: e1 → e2 → e3 → e4 → e1
(see the left side of Figure 7). Then, in a very small neighborhood of v, we delete
v and add a 4-cycle C = v1v2v3v4v1 by a suitable drawing, put ei incident with
vi (1 ≤ i ≤ 4), and eventually obtain a graph G′ (see the right side of Figure 7).
For convenience, we say that the graph G′ is obtained from the drawn graph G by
blocking up the vertex v into a 4-cycle.

Figure 7: Block up v into a 4-cycle v1v2v3v4v1.

By the way that G′ is constructed, the optimal drawing φ of G induces a good
drawing φ′ of G′ that keeps the number of crossings of φ unchanged. This thus
implies that cr(G′) ≤ cr(G). In fact the equality holds, and we have the following
result.

Lemma 5.2 (1) cr(G) = cr(G′);
(2) G′\{v1, v2, v3, v4} is connected;
(3) if x is a cut-vertex of G, then x is also a cut-vertex of G′.

Proof. The conclusions (2) and (3) are direct from Lemma 5.1 (2) and (3), re-
spectively. We only prove the conclusion (1) by verifying that cr(G′) ≥ cr(G). For
convenience, write e′i to denote the edge vivi+1, where the indices are read modulo
4 for 1 ≤ i ≤ 4. By the way that we construct G′, we first observe the fact that a
new graph G∗ that is homeomorphic to G can be obtained by first deleting a pair
of adjacent edges from the 4-cycle C, for example, e′1 and e′2, and then adding a
new edge e∗ connecting these two vertices v4 and v2 (see Figure 7). Now, let φ′

be an optimal drawing of G′, and let C(e′i) denote the number of crossings appear-
ing on e′i for each 1 ≤ i ≤ 4. Without loss of generality, let C(e′1) be maximal in
{C(e′1), C(e′2), C(e′3), C(e′4)}. Since v3 is a vertex of degree 3 in G′, we can choose one
side of the two sides of the 2-path v4e

′
3v3e

′
2v2, and add a new edge e∗ connecting

v4 and v2 by drawing e∗ closely nearer this side. This drawing increases at most
C(e′3) + C(e′2) crossings. Again, deleting these two edges e′1 and e′2 decreases at least
C(e′1) + C(e′2) crossings. Since C(e′3) ≤ C(e′1), the above arguments show that we can
obtain a new graph G∗ that is homeomorphic to G, together with its a good drawing
φ∗, such that crφ∗(G

∗) ≤ crφ′(G
′) = cr(G′). Hence, cr(G) = cr(G∗) ≤ cr(G′), and

the lemma is proved. �
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We now explain some notation used in the latter part of this section. Let G be a
graph and x be a 2-degree vertex of G, whose two end vertices are u and v. We use
P 2
x to denote the 2-path uxv in G. Also, because the subgraph Kx in L(G) naturally

corresponds to the vertex x, Kx in L(G) is isomorphic to the complete graph K2; for
convenience, we sometimes view Kx as an edge of L(G). If a crossing α involves two
edges e and f , we write α = (e, f).

The last two lemmas in this section are closely related to the drawing of line
graphs, and we first provide with an example to illustrate how to draw the line
graph in terms of a drawing of its primal graph.

Figure 8: Drawings of a specific graph and its line graph.

Example 5.1. Let G be a graph shown in the left of Figure 8. In fact the left of
Figure 8 gives an optimal drawing φ of G with exactly one crossing, where these two
crossed edges are respectively incident with two 2-degree vertices u and v. Associated
with the drawing φ of G, the right side of Figure 8 depicts a drawing of its line graph
L(G) by inserting each vertex into its corresponding edge of G and drawing all edges
of L(G) in the plane (see the thin vertices and edges). We observe that this drawing
of L(G) produces exactly one crossing that involves the two edges Ku and Kv of L(G),
and moreover that the edge Ku (Kv, respectively) is drawn closely along (arbitrary)
one side of the path P 2

u (P 2
v , respectively) and through the path P 2

v (P 2
u , respectively).

Definition 5.1. Let G be a graph with cr(G) = k (k ≥ 1), and suppose that the
following conditions are satisfied:

(1) Δ(G) ≤ 4, and every vertex of degree 4 is a cut-vertex of G;

(2) there exits a drawing of G with exactly k crossings αi = (ei, fi) (1 ≤ i ≤ k);

(3) the edges ei and fi are respectively incident with two 2-degree vertices ui and
vi of G.
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Associated with the drawing φ of G, we draw L(G) as follows: insert each vertex
of L(G) on the corresponding edge of G, and draw all the edges of L(G) in the plane
such that there are exactly k crossing βi = (Kui,Kvi) for 1 ≤ i ≤ k, and moreover
such that each edge Kui (respectively, Kvi) of L(G) is drawn closely along one side of
the path P 2

ui
(respectively, P 2

vi
) and through the path P 2

vi
(respectively, P 2

ui
). If such a

drawing ω of L(G) exists, then we say that ω is a conjugate drawing of L(G) on the
drawing φ of G, or simply, a conjugate drawing on φ.

The right side of Figure 8 gives a conjugate drawing of the line graph on the
drawing of its primal graph. As for other general graphs G with cr(G) = 1, the
correctness of the following lemma can be directly seen from the proof of Theorem 1.2
in [9].

Lemma 5.3 Let G be a graph with cr(G) = 1. If the following conditions hold:

(1) Δ(G) ≤ 4, and every vertex of degree 4 is a cut-vertex of G,

(2) there exists a drawing φ of G in the plane with exactly one crossing in which
the two crossed edges are respectively incident with two 2-degree vertices u and
v,

then L(G) has a conjugate drawing ω on φ.

With the help of Lemma 5.3, under the similar conditions we now give a gener-
alization of Lemma 5.3 for a graph with arbitrary crossing number value.

Lemma 5.4 Let G be a graph with cr(G) = k ≥ 1. If the following conditions hold:

(1) Δ(G) ≤ 4, and every vertex of degree 4 is a cut-vertex of G,

(2) there exists a drawing φ of G in the plane with exactly k crossings αi = (ei, fi)
for 1 ≤ i ≤ k, in which the two crossed edges ei and fi are respectively incident
with two 2-degree vertices ui and vi,

then L(G) has a conjugate drawing ω on φ.

Proof. Assume that a graph G, together with its a drawing φ, satisfies the conditions
of the lemma. Our proof is by induction on k. If k = 1, it is direct from Lemma 5.3.
Now assume that k ≥ 2 and that the conclusion holds for the case 
 < k. Since k ≥ 2,
for the drawn graph G we first choose a crossed edge, say e1 = sv. By condition
(2) of the lemma, without loss of generality, let v be the vertex of degree 2. Then
pick up a crossing α appearing on e1 so as to be nearest to s. Let α = α1 = (e1, f1),
where f1 = tu. Similarly, without loss of generality, let u be the vertex of degree 2.
Assume that r and l are, respectively, the other adjacent vertices of u and v (see the
left side of Figure 9).

Associated with the graph G and its drawing φ, according to the following steps
we will produce a new graph G∗, together with its drawing φ∗, so as to apply the
inductive hypothesis to the drawn graph G∗.
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Figure 9: The local situation of graphs G (left) and G∗ (right).

Step 1: Construct a graph G′ from the drawn graph φ(G) by viewing the crossing
α as a new vertex (see the left side of Figure 9). By Lemma 5.1 (1), cr(G′) = k − 1.
Moreover, by the way that G′ is constructed, φ naturally induces a good drawing φ′

of G′ satisfying crφ′(G′) = k − 1, that is to say, φ′ is an optimal drawing of G′.
Step 2: Construct a graph G′′ from the drawn graph φ′(G′) by blocking up the

vertex α into a 4-cycle C = a1a2a3a4a1 (see the right side of Figure 9). Similarly,
by the construction of G′′, φ′ naturally induces a good drawing φ′′ of G′′ so that
crφ′′(G

′′) = crφ′(G
′) = k−1. Since φ′ is an optimal drawing of G′, by Lemma 5.2 (1),

φ′′ is also an optimal drawing of G′′. Also, by Lemma 5.2 (2) and (3), we have that
G′′\{a1, a2, a3, a4} is connected and each vertex of degree 4 is a cut-vertex of G′′.
Clearly, Δ(G′′) ≤ 4 as Δ(G) ≤ 4.

Step 3: Construct a graph G∗ from the drawn graph φ′′(G′′) by inserting a new
2-degree vertex w on the edge a4w so that there are no crossings appearing on the
section tw (see the right side of Figure 9). Similarly, φ′′ naturally induces a good
drawing φ∗ of G∗ satisfying crφ∗(G

∗) = k − 1. Because G∗ is homeomorphic to G′′,
we have that cr(G∗) = cr(G′′) = k− 1 by Lemma 5.2 (1), implying that the drawing
φ∗ is an optimal drawing of G∗. Clearly, Δ(G∗) ≤ 4, each vertex of degree 4 is a
cut-vertex of G∗, and G∗\{a1, a2, a3, a4} is connected. On the other hand, we also
observe that, except for the crossing α, the drawing φ∗ does not change the crossings
of φ. Moreover, by the way of constructing G∗, we note that every crossed edge
under the drawing φ∗ is still incident with a 2-degree vertex of G∗ (the motivation
for inserting the 2-degree vertex w in G′′ is to ensure that if the original drawing φ
has a crossing appearing on the section tα, then the corresponding crossed edge of
G∗ must be incident with the 2-degree vertex w).

In summary, we have the following two claims according to Steps 1–3 above.

Claim 1. G\{e1, f1} = G∗\{w, a1, a2, a3, a4}, and the drawing φ restricted on
G\{e1, f1} is consistent with the drawing φ∗ restricted on G∗\{w, a1, a2, a3, a4}.
Claim 2. For the constructed graph G∗ with cr(G∗) = k− 1, and its drawing φ∗, we
have the following:
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(1) Δ(G∗) ≤ 4, and every vertex of degree 4 is a cut-vertex of G∗;

(2) the drawing φ∗ has exactly k − 1 crossings, in which the two crossed edges
corresponding to a crossing are incident with two 2-degree vertices of G∗; and

(3) G∗\{a1, a2, a3, a4} is connected.

By Claim 2 and the inductive hypothesis, the line graph L(G∗) has a conjugate
drawing ω∗ on φ∗ that has k−1 crossings. For convenience, denote the k−1 crossings
of φ∗ by α∗

i = (e∗i , f
∗
i ) for 1 ≤ i ≤ k − 1, where e∗i and f ∗

i are edges of G∗ that are
respectively incident with 2-degree vertices u∗i and v

∗
i , and denote the k−1 crossings

of ω∗ by βi = (Ku∗i ,Kv∗i ) (1 ≤ i ≤ k − 1). In Figure 10, we use the numbers 1, 2, 3,
4, 5, 6, 7, 8, 9, 10, and 11 to respectively denote the vertices of L(G∗) that naturally
correspond to the edges a1a2, a2a3, a3a4, a4a1, a1s, a2u, a3v, a4w, wt, vl, and ur of
G∗ (see Figure 9, for these thin vertices).

Figure 10: Two local drawings of φ∗ of G∗ (the thick vertices and edges) and its
conjugate drawing ω∗ of L(G∗) (the thin vertices and edges).

We first see that the 4-cycle C = 1-2-3-4-1 is an induced nonseparating cycle of
L(G∗), because G∗\{a1, a2, a3, a4} is connected by Claim 2(3). On the other hand,
by the inductive hypothesis we see that each crossing βi of ω

∗ involves those two
edges Ku∗i and Kv∗i of L(G∗) (1 ≤ i ≤ k − 1), where both u∗ and v∗ are the 2-
degree vertices of G∗. Because each edge of C belongs to only such a subgraph Kaj

(1 ≤ j ≤ 4), where aj is a 3-degree vertex of G∗, it follows that there is no crossing
of ω∗ involving any edge of C. Thus, C bounds a region F under the drawing ω∗.
Without loss of generality, let F be a finite region. Similarly, we easily check that
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these four 3-cycles C1 = 1-2-6-1, C2 = 2-7-3-2, C3 = 3-8-4-3, and C4 = 1-4-5-1 are
all induced nonseparating cycles of L(G∗), moreover that there is no crossing of ω∗

involving any edge of each Cj (1 ≤ j ≤ 4). Therefore, each cycle Cj (1 ≤ j ≤ 4)
bounds a region Fj under ω

∗. By the assumption that F is a finite region, these four
regions Fj (1 ≤ j ≤ 4) must lie outside F . These two local situations of the drawings
φ∗ and ω∗ are displayed in Figure 10, where the thick vertices and edges correspond
to φ∗, and the thin to ω∗.

Now, combining Claim 1, together with the construction of G∗ and φ∗, we can
do the following so as to recover the original graph G and its drawing φ:

(1) Delete from G∗ the four edges of the 4-cycle C = a1a2a3a4a1.

(2) Join a1 and a3 (respectively, a2 and a4) and draw the edge a1a3 (respectively,
a2a4) along the original section of φ(e1) (φ(f1), respectively) that lies in the region
bounded by the 4-cycle C = a1a2a3a4a1. Note that this also recovers the original
crossing α.

(3) “Ignore” all 2-degree vertices a1, a2, a3, a4, and w.

In order to complete the proof of the lemma, we shall prove that L(G) has a
conjugate drawing ω on φ. We first have the following claim.

Claim 3. The graph L(G∗) \ {1, 2, 3, 4, 5, 6, 7, 8} is isomorphic to the graph
L(G)\{Ku, Kv} (where Ku and Kv are viewed as two edges).

Proof. Let the vertex 5 (respectively, the vertex 9) of L(G∗) be the vertex of L(G)
that corresponds to the edge e1 (respectively, f1) of G (see Figure 10). Then, by the
constructions of G and G∗, the truth of the claim follows. �

By Claim 3, we can suppose L(G)\{Ku, Kv} is just L(G∗)\{1, 2, 3, 4, 5, 6, 7, 8},
and furthermore that ω is such a drawing of L(G) whose restricted drawing on
L(G)\{Ku, Kv} is consistent with the restricted drawing ω∗ on L(G∗)\{1, 2, 3, 4, 5, 6,
7, 8}. Just as said in the proof of Claim 3, let the vertex 5 and the vertex 9 be the
vertex of L(G) that corresponds to the edge e1 and f1 of G, respectively. Thus, in
order to obtain the graph L(G) and the desired drawing ω, we only care how to draw
the two extra edges Ku and Kv. We can proceed as follows:

(1) delete from L(G∗) all the vertices in {1, 2, 3, 4, 5, 6, 7, 8} (including all the
edges incident with them);

(2) add the edge Ku joining the vertices 11 and 9, and the edge Kv joining the
vertices 5 and 10;

(3) draw the edge Ku (respectively, Kv) along the path P1 = 11-6-2-3-8-9 (respec-
tively, the path P2 = 10-7-3-4-5), where the edges Ku (respectively, Kv) lies one side
of the path P 2

u (respectively, P 2
v ) of G and passes through the edge f1 (respectively,

e1) of G. Observe that the two drawn edges Ku and Kv intersect at the point that
corresponds to the vertex 3. Denote this crossing by α∗ = (Ku,Ku).

We now consider the drawing ω. As we mentioned above, the drawing ω∗ of
L(G∗) has k − 1 crossings βi = (Ku∗i ,Kv∗i ) (1 ≤ i ≤ k − 1), each of which involves
no edges in {1-5, 1-6, 1-2, 4-8, 2-7}. Hence, drawing the edges Ku and Kv results
in only increasing the crossing α∗. So, ω has exactly k crossings in all, including
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α∗ and k − 1 crossings βi = (Ku∗i ,Kv∗i ) (1 ≤ i ≤ k − 1). At this time, we note the
following fact: if a crossing βi = (Ku∗i ,Kv∗i ) involves the edge 11-6 or the edge 9-8
(that corresponds to Ku or Kw of L(G∗), respectively), then this edge is replaced
by the edge 11-9 that corresponds to Ku of L(G); and if a crossing βi = (Ku∗i ,Kv∗i )
involves the edge 10-7 (that corresponds to Kv of L(G

∗)), then this edge is replaced
by the edge 10-5 that corresponds to Kv of L(G). Since ω∗ is a conjugate drawing
on φ∗, combining with the definition and the arguments above, we easily check that
ω is also a conjugate drawing on φ. Hence, the proof of the lemma is finished by the
induction hypotheses. �

The proof of the sufficiency of Theorem 1.3. Let G be a graph together with
its a good drawing φ satisfying the conditions (1) and (2) of Theorem 1.3. First, by
Lemma 5.4, we have that cr(L(G)) ≤ k. On the other hand, by Lemma 2.3, L(G)
has a subgraph homeomorphic to G, and thus cr(L(G)) ≥ cr(G) = k. It follows that
cr(G) = L(G) = k, proving the sufficiency of Theorem 1.3.
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