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Abstract

The notion of Parikh-friendly permutations, originating from the study
of Parikh matrices, was recently introduced by [Salomaa, Lec. Notes in
Comp. Sci. 11011, Springer, Cham (2018), 100–112]. In this study, we
show not only that every permutation is Parikh-friendly, but also that
there exists a single word that witnesses the Parikh-friendliness of every
permutation on a given ordered alphabet. In fact we introduce a rela-
tivized version of a Parikh-friendly permutation. As a result, words that
are uniformly Parikh-friendly in a wider sense are effectively constructed.

1 Introduction

Although the Parikh vector of a word simply gives very minimal information about
the word, it is useful in the study of formal languages. The classical Parikh Theorem
[8] says that the set of Parikh vectors of a context-free language is a semilinear set.
Parikh matrices were introduced by Mateescu, Salomaa, Salomaa, and Yu [6] as
a canonical generalization of Parikh vectors. The Parikh matrix of a word carries
more combinatorial information as its upper triangular entries are counts of certain
subword occurrences of the word. The injectivity problem asks when two words
share the same Parikh matrix. A satisfactory solution to this problem has been
elusive, even for the ternary alphabet, despite various attempts over almost two
decades [1–4, 9, 11, 15–18].

A subword condition was initially introduced in [13] as a conjunction of finitely
many equations of the form ∣w∣u = n, where ∣w∣u denotes the number of occurrences
of u as a (scattered) subword of w. It can be extended to more complex subword
conditions, for example, ∣w∣a = ∣w∣b = ∣w∣c ∧ ∣w∣abc = (∣w∣a)3, which defines the
language {anbncn ∣ n ∈ Z and n ≥ 0}. Languages defined by subword conditions
normally cannot be described by other standard means. However, study of these
languages has led to interesting results. For example, the simple subword condition
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∣w∣a = ∣w∣u defines languages belonging to different classes in the Chomsky hierarchy
for u = b, ab, aba (see Theorem 4 in [10]).

The study of Parikh matrices naturally gives rise to languages defined by subword
conditions. In 2018, Salomaa [12] introduced the notion of Parikh-friendly permu-
tation based on Parikh matrices. By definition, a permutation is Parikh-friendly
if there is a word nontrivially belonging to the corresponding language defined by
some subword condition. Which permutation is Parikh-friendly was posed as an open
problem. Here, we answer this question completely and it turns out unexpectedly
that every permutation is Parikh-friendly. In fact, we manage to show that with
respect to any ordered alphabet, a single word can be effectively constructed such
that it witnesses the Parikh-friendliness of every permutation. Such a word exhibits
somewhat stratified and uniform behavior with respect to subword occurrences. Fur-
thermore, a generalization of Parikh-friendly permutations relative to a given word
will be introduced. Our main result shows the existence of words that are uniformly
Parikh-friendly not only with respect to every permutation but also relative to any
word with a given length over the alphabet.

2 Preliminaries

2.1 Basic Notation

Suppose Σ is a (nonempty finite) alphabet. The set of words (respectively nonempty
words) over Σ is denoted by Σ∗ (respectively Σ+). The empty word is denoted by
λ. An ordered alphabet is an alphabet with a total ordering on its set of letters.
Frequently, we will abuse notation and use Σ to stand for both the ordered alphabet
and its underlying alphabet. Let v,w ∈ Σ∗. The concatenation of v and w is denoted
by vw while the length of w is denoted by ∣w∣. The alphabet of w, denoted alph(w),
is the set {a ∈ Σ ∣ ∣w∣a ≥ 1}. If the underlying alphabet is not explicitly mentioned,
then alph(w) is understood to be the minimal alphabet containing the letters of w.
Suppose Γ ⊆ Σ. The projective morphism πΓ∶Σ∗ → Γ∗ is defined by

πΓ(a) =
⎧⎪⎪⎨⎪⎪⎩

a, if a ∈ Γ
λ, otherwise.

A word u is a (scattered) subword of w ∈ Σ∗ if there exist x1, x2, . . . , xn, y0, y1, . . . ,
yn ∈ Σ∗, possibly empty, such that

u = x1x2⋯xn and w = y0x1y1⋯yn−1xnyn.

The number of occurrences of u as a subword of w is denoted by ∣w∣u. For example,
∣aabab∣ab = 5 and ∣baacbc∣abc = 2. By convention, ∣w∣λ = 1 for all w ∈ Σ∗. It will be
helpful later to observe that for all w ∈ {a, b, c}∗, we have

∣w∣abc + ∣w∣acb + ∣w∣bac + ∣w∣bca + ∣w∣cab + ∣w∣cba = ∣w∣a∣w∣b∣w∣c.
Let Sym(X) denote the symmetric group on a given set X. Suppose Σ is an

alphabet. If σ ∈ Sym(Σ), then σ naturally induces a morphism from Σ∗ into Σ∗, also
denoted by σ. Observe that ∣σ(w)∣u = ∣w∣σ−1(u) for all w,u ∈ Σ∗.
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2.2 Extended Parikh Matrices

For any integer k ≥ 2, let Mk denote the multiplicative monoid of k × k upper
triangular matrices with nonnegative integral entries and unit diagonal.

Definition 2.1. [14] Suppose Σ is an alphabet and u ∈ Σ+. Let u = u1u2⋯u∣u∣, where
ui ∈ Σ for each 1 ≤ i ≤ ∣u∣. The Parikh matrix mapping induced by u, is the morphism
Ψu∶Σ∗ → M∣u∣+1 defined as follows: for each a ∈ Σ, if Ψu(a) = (mi,j)1≤i,j≤∣u∣+1, then
mi,i = 1 for each 1 ≤ i ≤ ∣u∣ + 1, mi,i+1 = δa,ui

for each 1 ≤ i ≤ ∣u∣, and all other entries
of the matrix Ψu(a) are zero, where δ is the Kronecker delta function.

Matrices of the form Ψu(w) for some u,w ∈ Σ∗ are called extended Parikh matri-
ces. Note that Σ can be suppressed from the notation Ψu, not only for convenience,
but also because Ψu(w) = Ψu(πalph(u)(w)) for all w ∈ Σ∗. If Σ = {a1 < a2 < ⋅ ⋅ ⋅ < as} is
an ordered alphabet, then the associated standard Parikh matrix mapping [6] is the
mapping Ψu induced by the word u = a1a2⋯as.

The following characterization of extended Parikh matrices is essential through-
out this work. It presents Parikh matrices as powerful tools in studying subword
occurrences. Words sharing a given Parikh matrix canonically form a language de-
fined by some subword condition.

Theorem 2.2. [14] Suppose Σ is an alphabet and u ∈ Σ+. Let u = u1u2⋯u∣u∣, where
ui ∈ Σ for each 1 ≤ i ≤ ∣u∣. For every w ∈ Σ∗, the matrix Ψu(w) = (mi,j)1≤i,j≤∣u∣+1 has
the following properties:

• mi,i = 1 for 1 ≤ i ≤ ∣u∣ + 1;

• mi,j = 0 for 1 ≤ j < i ≤ ∣u∣ + 1;

• mi,j+1 = ∣w∣uiui+1⋯uj
for 1 ≤ i ≤ j ≤ ∣u∣.

Example 2.3. Ψacba(cbac) = Ψacba(c)Ψacba(b)Ψacba(a)Ψacba(c)

=

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 0 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 0 0 0 0
0 1 0 0 0
0 0 1 1 0
0 0 0 1 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 0 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

=

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 1 1 0 0
0 1 2 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

=

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 ∣w∣a ∣w∣ac ∣w∣acb ∣w∣acba
0 1 ∣w∣c ∣w∣cb ∣w∣cba
0 0 1 ∣w∣b ∣w∣ba
0 0 0 1 ∣w∣a
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

.

2.3 t-Spectrum

The t-spectrum (also known as t-deck) of a word is defined as follows.
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Definition 2.4. Suppose Σ is an alphabet. Let t be a positive integer. For every
word w ∈ Σ∗, the t-spectrum (over Σ) of w is the function that sends every u ∈ Σ∗
with ∣u∣ ≤ t to ∣w∣u.

Hence, if two words w1,w2 ∈ Σ∗ have the same t-spectrum, then

∣w1∣u = ∣w2∣u for all u ∈ Σ∗ such that ∣u∣ ≤ t. (⧫)

The following lemma is a variant of a classical fact. The reader may wish to verify
it himself intuitively. This simple fact shows that no t is sufficiently large such that
every word is uniquely determined by its t-spectrum [5]. Some variant of the lemma
can also be found in [7].

Lemma 2.5. Suppose w1,w2, . . . ,wn ∈ Σ∗ have the same t-spectrum. Then for every
permutation σ ∈ Sym({1,2, . . . , n}), the two words w1w2⋯wn and wσ(1)wσ(2)⋯wσ(n)

have the same (t + 1)-spectrum.

3 Uniformly Parikh Friendly Words

Definition 3.1. [12] Suppose Σ = {a1 < a2 < ⋅ ⋅ ⋅ < as} is an ordered alphabet. A
permutation σ ∈ Sym(Σ) is Parikh-friendly with respect to Σ if there exists a word
w ∈ Σ∗ with alph(w) = Σ such that

Ψa1a2⋯as(w) = Ψσ(a1a2⋯as)(w).

We also say that w is a Parikh-friendly witness for σ with respect to Σ.

Example 3.2. Consider the word w = abccba. Let σ denote the permutation (abc) and
so σ−1 = (cba). Note that Ψabc(w) = Ψbca(w) ≠ Ψcab(w). Hence, w is a Parikh-friendly
witness for σ (but not for σ−1) with respect to {a < b < c}.
Example 3.3. Let Σ = {a < b < c < d < e}. The word abcddcbaee (respectively
acddcabeeb) is a Parikh-friendly witness for the permutation (abcd)(e) (respectively
(acd)(be)) with respect to Σ.

By constructing witnesses along the lines illustrated by Example 3.3, Salomaa
arrived at the following result.

Theorem 3.4. [12] With respect to any ordered alphabet, every product of transpo-
sitions such that no two transpositions have a common element is Parikh-friendly.

The same construction does not work for every cyclic permutation. For example,
consider the ordered alphabet Σ = {a < b < c < d}. The word w = acbddbca is not
a Parikh-friendly witness for the permutation (acbd) because ∣w∣abcd ≠ ∣w∣cdba, but
dbcaacbd is a Parikh-friendly witness for the same permutation. Meanwhile, acbd is
a Parikh-friendly witness for both (abdc) and (ac)(bd) with respect to Σ. Salomaa
then posed the characterization of Parikh-friendly permutations as an open problem
and this study was initiated with the aim of solving this problem.
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As it turns out, for any ordered alphabet Σ, our result shows that every permu-
tation on Σ is Parikh-friendly with respect to Σ. In fact, we obtain more than we
expect. Since there are finitely many permutations, it is conceivable that there could
exist a single word which is a common Parikh-friendly witness for every permuta-
tion on Σ, especially when the size of Σ is small. Not only is our conjecture true
for any ordered alphabet, such universally Parikh-friendly words can be effectively
constructed, thus bringing us to the following definition.

Definition 3.5. Suppose Σ is an alphabet and w ∈ Σ+. We say that w is uniformly
Parikh-friendly with respect to Σ if Ψu(w) = Ψv(w) whenever u, v ∈ Σ+ such that
∣u∣a = ∣v∣a = 1 for all a ∈ Σ.
Remark 3.6. Suppose w is uniformly Parikh-friendly with respect to Σ. Then it must
be the case that alph(w) = Σ and thus the reference to Σ can be safely omitted. Also,
w is a Parikh-friendly witness for every σ ∈ Sym(Σ) with respect to Σ′, where Σ′

is any ordered alphabet with underlying alphabet Σ. Furthermore, the reverse wr

of w is uniformly Parikh-friendly as well because Ψu(wr) = Ψv(wr) if and only if
Ψur(w) = Ψvr(w) whenever u, v ∈ Σ∗ such that ∣u∣ = ∣v∣.
Theorem 3.7. Suppose w is a uniformly Parikh-friendly word with respect to an
alphabet Σ. Let 1 ≤ k ≤ ∣Σ∣ be an integer. Then ∣w∣u = αk

k! for every u ∈ Σ∗ with ∣u∣ = k
such that ∣u∣a ≤ 1 whenever a ∈ Σ, where ∣w∣a = α for all a ∈ Σ.
Proof. Let Σ = {a1, a2, . . . , a∣Σ∣}. Fix an integer 1 ≤ k ≤ ∣Σ∣. Suppose u ∈ Σ∗ with
∣u∣ = k such that ∣u∣a ≤ 1 whenever a ∈ Σ. Let v be any word over Σ having u as
a prefix such that ∣v∣a = 1 for all a ∈ Σ. Since w is uniformly Parikh-friendly with
respect Σ, by definition, Ψv(w) = Ψa1a2⋯a∣Σ∣(w). By comparing the (1, k + 1)-entries,
it follows that ∣w∣u = ∣w∣a1a2⋯ak . Since u is arbitrary, this (when k = 1) implies that
∣w∣a is equal to a constant, say α, for every a ∈ Σ. Now, it can be seen that

k!∣w∣a1a2⋯ak = ∑
σ∈Sym({a1,a2,...,ak})

∣w∣σ(a1a2⋯ak) =
k

∏
i=1

∣w∣ai = αk.

Therefore, ∣w∣u = ∣w∣a1a2⋯ak = αk

k! .

By Theorem 3.7, it follows that if a uniformly Parikh-friendly word exists, then its
Parikh matrices have a special form. For example, if w is uniformly Parikh-friendly
with respect to a quarternary alphabet Σ, where ∣w∣a = α for all a ∈ Σ, then the
Parikh matrix of w is

⎛
⎜⎜⎜⎜⎜⎜
⎝

1 α α2

2!
α3

3!
α4

4!

0 1 α α2

2!
α3

3!

0 0 1 α α2

2!

0 0 0 1 α
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟
⎠

with respect to any ordering of Σ. Hence, the notion of uniformly Parikh-friendly
naturally gives rise to these languages defined by special numerical parameters. Fur-
thermore, the existence of a uniformly Parikh-friendly word over Σ guarantees not
only that each such language is nonempty but so is their intersection.
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The following theorem is a consequence of Theorem 4.6 in the next section. There
we generalize the notion of Parikh-friendly permutations and prove the existence
of words with a much stronger Parikh-friendly property which will imply uniform
Parikh-friendliness.

Theorem 3.8. For any alphabet Σ, there exists a uniformly Parikh-friendly word
with respect to Σ.

By Remark 3.6, the next corollary follows immediately.

Corollary 3.9. Suppose Σ is an ordered alphabet. Every permutation on Σ is Parikh-
friendly with respect to Σ.

Note that if w is a Parikh-friendly witness for a cyclic permutation on Σ, then
there is a constant α such that ∣w∣a = α for all a ∈ Σ. Our numerical computations
suggest that every cyclic permutation has a Parikh-friendly witness with α equal
to one or two. Furthermore, it is plausible that through some careful analysis, a
Parikh-friendly witness with minimal length can be effectively constructed for each
cyclic permutation. Therefore, it leads us to the following conjecture, which is left
open.

Conjecture 3.10. Suppose Σ is an ordered alphabet. Every permutation on Σ has
a Parikh-friendly witness of length at most 2∣Σ∣.

Example 3.11. Let Σ = {a < b < c}. The words abc, abccba, cbaabc, abbac, bccba, caacb
are Parikh-friendly witnesses for the permutations (a), (abc), (cba), (ab), (bc), and
(ca) with respect to Σ respectively.

4 Generalization of Parikh Friendly Permutation

Definition 4.1. Suppose Σ is an alphabet and u ∈ Σ+. A permutation σ ∈ Sym(Σ)
is u-Parikh-friendly with respect to Σ if there exists a word w with alph(w) = Σ such
that

Ψu(w) = Ψσ(u)(w).
We also say that w is a u-Parikh-friendly witness for σ with respect to Σ.

Note that in our definition, alph(u) need not be Σ.
We now introduce a stronger version of uniformly Parikh-friendliness.

Definition 4.2. Suppose Σ is an alphabet and w ∈ Σ+. Let t be a positive integer.
We say that w is t-uniformly Parikh-friendly with respect to Σ if whenever u ∈ Σ∗
with ∣u∣ = t, it holds that w is a u-Parikh-friendly witness for every σ ∈ Sym(Σ).

Example 4.3. Consider the word w = abbabaab. It can be verified that ∣w∣a = ∣w∣b = 4,
∣w∣ab = ∣w∣ba = 8, ∣w∣aab = ∣w∣bba = ∣w∣baa = ∣w∣abb = 7, and ∣w∣bab = ∣w∣aba = 10. It follows
that Ψaab(w) = Ψbba(w), Ψbaa(w) = Ψabb(w), Ψaba(w) = Ψbab(w), and Ψaaa(w) =
Ψbbb(w). Therefore, w is 3-uniformly Parikh-friendly with respect to {a, b}.
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Remark 4.4. If w is ∣Σ∣-uniformly Parikh-friendly with respect to Σ, then it is uni-
formly Parikh-friendly with respect to Σ, but the converse is not true. None of
the 66 uniformly Parikh-friendly ternary words listed in the appendix is 3-uniformly
Parikh-friendly.

We will now prove the existence of t-uniformly Parikh-friendly words. The fol-
lowing is the key lemma.

Lemma 4.5. Suppose Σ is an alphabet and w ∈ Σ+. Let t be a positive integer.
Suppose G = {σ1, σ2, . . . , σn} is a subgroup of the symmetric group Sym(Σ). Let
v denote the word σ1(w)σ2(w)⋯σn(w). If σ1(w), σ2(w), . . . , σn(w) have the same
t-spectrum, then σ1(v), σ2(v), . . . , σn(v) have the same (t + 1)-spectrum.

Proof. Fix an integer 1 ≤ i ≤ n. Since G is a group, it follows that

{σiσ1, σiσ2, . . . , σiσn} = {σ1, σ2, . . . , σn}.

It can be seen that

σi(v) = σi(σ1(w))σi(σ2(w))⋯σi(σn(w)) = (σiσ1)(w)(σiσ2)(w)⋯(σiσn)(w).

Hence, by Lemma 2.5, σi(v) and v have the same (t + 1)-spectrum.

Theorem 4.6. Suppose Σ is an alphabet. For every positive integer t, there exists a
t-uniformly Parikh-friendly word with respect to Σ.

Proof. Let Σ = {a1, a2, . . . , a∣Σ∣}. Suppose σ1, σ2, . . . , σn are all the elements of the
symmetric group Sym(Σ). Let w1 = a1a2 . . . a∣Σ∣. Then clearly σ1(w1), σ2(w1), . . . ,
σn(w1) have the same 1-spectrum. Recursively, using Lemma 4.5, for every integer
t ≥ 2, a word wt can be effectively constructed such that σ1(wt), σ2(wt), . . . , σn(wt)
have the same t-spectrum.

Fix a positive integer t. We claim that wt is t-uniformly Parikh-friendly with
respect to Σ. Suppose u ∈ Σ∗ with ∣u∣ = t. Let σ ∈ Sym(Σ) be arbitrary. We
need to show that Ψu(wt) = Ψσ(u)(wt). To see this, take an arbitrary factor v of
u. By Theorem 2.2, it suffices to show that ∣wt∣v = ∣wt∣σ(v). Let τ = σ−1. Then
∣wt∣σ(v) = ∣wt∣τ−1(v) = ∣τ(wt)∣v. Since τ(wt) and wt have the same t-spectrum and
∣v∣ ≤ t, it follows from (⧫) that ∣wt∣σ(v) = ∣τ(wt)∣v = ∣wt∣v.

By Remark 4.4, Theorem 3.8 follows immediately as a corollary.

5 Special Uniformly Parikh-friendly Words

For the quaternary alphabet, 4-uniformly Parikh-friendly words can be effectively
constructed as in the proof of Theorem 4.6. However, these uniformly Parikh-friendly
quaternary words have length 4(24)3. In this section, we present some special uni-
formly Parikh-friendly words over the quaternary alphabet, each with a much shorter
length of 96.
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By Theorem 3.7, if w is a uniformly Parikh-friendly word with respect to the
ternary alphabet {a, b, c}, then ∣w∣a = ∣w∣b = ∣w∣c must be a multiple of six and so ∣w∣
must be at least 18. Computationally, we obtain a complete list of all such words
with length 18, as provided in the appendix. If each of the words is split into blocks
of three, it can be seen that 24 of them are quite special because each is a certain
concatenation of the following words:

abc, acb, bac, bca, cab, cba.

Specifically, each of the ones that are underlined is one of six possible concatenations
of the following three words:

abccba, bcaacb, cabbac.

Remark 5.1. Note that each letter occurs as the first letter in one of the three words.
However, there is some flexibility regarding the middle four letters of each word
when concatenating them to form a uniformly Parikh-friendly word. For example,
the words acbbca bcaacb cabbac and cabbacacbbca baccab are both uniformly Parikh-
friendly.

Inspired by this computational observation for the ternary alphabet, we discover
some uniformly Parikh-friendly words with respect to the quaternary alphabet that
have similar special features. Precisely, let

v1 = abcddcba, v4 = bcdaadcb, v7 = cdbaabdc, v10 = dacbbcad,
v2 = dbaccabd, v5 = acbddbca, v8 = bdcaacdb, v11 = cadbbdac,
v3 = cbaddabc, v6 = dcabbacd, v9 = adbccbda, v12 = badccdab.

This time, not all possible concatenations of all the vi’s are uniformly Parikh-
friendly. In fact, we found out computationally that there are exactly 432 distinct
concatenations of all the vi’s that are uniformly Parikh-friendly, with 36 having vi
as the first block for each 1 ≤ i ≤ 12. Specifically, let

V1 = v1v2v3, V2 = v6v5v4, V3 = v7v8v9, V4 = v12v11v10.

Then each of the 24 possible concatenations of all the Vi’s is uniformly Parikh-
friendly. This will be justified in our next paragraph.

Let Σ = {a, b, c, d}. Suppose α, β, and γ are any distinct letters of Σ. For each
1 ≤ i ≤ 4, by Remark 5.1, it turns out that π{α,β,γ}(Vi) is uniformly Parikh-friendly

with respect of {α,β, γ}. By Theorem 3.7, it follows that ∣Vi∣u = ∣Vi∣v = 6k

k! for all
1 ≤ i ≤ 4 whenever u, v ∈ Σ∗ with ∣u∣ = ∣v∣ = k ≤ 3 such that ∣u∣x ≤ 1 and ∣v∣x ≤ 1 for
all x ∈ Σ. Let V = V1V2V3V4. It is then straightforward to verify that ∣V ∣u = ∣V ∣v for
such u and v. For example,

∣V ∣xy =
4

∑
i=1

∣Vi∣xy + ∣V1∣x∣V2V3V4∣y + ∣V2∣x∣V3V4∣y + ∣V3∣x∣V4∣y

=
4

∑
i=1

∣Vi∣yz + ∣V1∣y∣V2V3V4∣z + ∣V2∣y∣V3V4∣z + ∣V3∣y∣V4∣z = ∣V ∣yz
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for all distinct x, y, z ∈ Σ. Hence, for V to be uniformly Parikh-friendly, by defini-
tion and Theorem 2.2, it suffices to show that ∣V ∣u = ∣V ∣v whenever u, v ∈ Σ∗ such
that ∣u∣x = ∣v∣x = 1 for all x ∈ Σ. For such later u and v, by a similar argument,
∣V ∣u = ∣V ∣v reduces to ∑4

i=1 ∣Vi∣u = ∑4
i=1 ∣Vi∣v, which holds because it can be verified

computationally that ∑4
i=1 ∣Vi∣u = 216 for every u ∈ Σ∗ such that ∣u∣x = 1 for all x ∈ Σ.

Generally, this argument shows that any concatenation of all the Vi’s is uniformly
Parikh-friendly with respect to Σ.

6 Conclusion

The notions of uniformly Parikh-friendly and t-uniformly Parikh-friendly are new
ways of defining special languages that can be described by numerical parameters.
More importantly, their definitions are connected to classical objects in abstract al-
gebra, namely, permutations. Therefore, this study opens up a possible cross-study
between combinatorics on words and group theory. Since G can be any subgroup of
Sym(Σ) in Lemma 4.5 (for example, the alternating group), it suggests a general-
ization of uniformly Parikh-friendly, not necessarily for every permutation, but only
for permutations coming from G. Hence, the well-established theory of symmetric
groups may prove to be useful.

In the last section, we have identified some special uniformly Parikh-friendly
words. In each such word, not only that the arrangement of the blocks can be
associated to some permutation, but also that the blocks can be obtained from a
single block using all possible permutations of the letters. It remains to be seen
whether our ad hoc construction can be generalized to higher alphabets.

Finally, we would like to bring out another potential open problem inspired by
this work. In Example 4.3, although w = abbabaab is 3-uniformly Parikh-friendly
with respect to the binary alphabet {a, b}, it does not satisfy the following stronger
property:

∣w∣a = ∣w∣b, ∣w∣ab = ∣w∣ba, and ∣w∣abb = ∣w∣bab = ∣w∣bba = ∣w∣aab = ∣w∣aba = ∣w∣baa (∗)

because ∣w∣abb ≠ ∣w∣aba. Computationally, we found out that binary words with mini-
mal length satisfying (∗) have length 32 and there are exactly six of them as follows:

ab5a6ba2ba2bab8a4, a4b8aba2ba2ba6b5a, a4b8a4b4a8b4,

ba5b6ab2ab2aba8b4, b4a8bab2ab2ab6a5b, b4a8b4a4b8a4.

Therefore, for higher alphabets, we ask whether there are words satisfying the corre-
sponding property analogous to (∗). Such words, if they exist, could be significantly
longer and it may not be as easy to find them computationally, even for the ternary
alphabet.



W.C. TEH/AUSTRALAS. J. COMBIN. 76 (1) (2020), 208–219 217

Appendix

The following are exactly all the 66 uniformly Parikh-friendly words over the ternary
alphabet {a, b, c} with minimal length. The ones underlined are mentioned in Sec-
tion 5.

cababcbcabaccbaacb abccabbcacbabacacb abccabcbbaacabccab

cabbcaabcbacacbcba abcbcacabcbaacbbac cabbacacbbcabcaacb

cabbacacbbcabaccab cabbacabccbabcaacb cabbacabccbabaccab

acbbcacabbacbcaacb acbbcacabbacbaccab abccbacabbacbcaacb

abccbacabbacbaccab cabbcabaaccbcabbca cabbacbcaacbacbbca

cabbacbcaacbabccba cabbacbaccabacbbca cabbacbaccababccba

acbbcabcaacbcabbac acbbcabaccabcabbac acbbacbccaabacbbac

abccbabcaacbcabbac abccbabaccabcabbac acbbcacbaabcbcaacb

acbbcacbaabcbaccab acbbcabcaacbcbaabc acbbcabaccabcbaabc

abccbacbaabcbcaacb abccbacbaabcbaccab abccbabcaacbcbaabc

abccbabaccabcbaabc acbcbabacbcaabccab acbbaccbabcacababc

bcacababcacbbaccba bcaabccabacbcbabac bcaacbcabbacacbbca

bcaacbcabbacabccba bcaacbacbbcacabbac bcaacbabccbacabbac

baccabcabbacacbbca baccabcabbacabccba baccabacbbcacabbac

baccababccbacabbac cbaacbabbccacbaacb cbaabcacbbcabcaacb

cbaabcacbbcabaccab cbaabcabccbabcaacb cbaabcabccbabaccab

bcaacbacbbcacbaabc bcaacbabccbacbaabc bcaabcaccbbabcaabc

baccabacbbcacbaabc baccababccbacbaabc cbaabcbcaacbacbbca

cbaabcbcaacbabccba cbaabcbaccabacbbca cbaabcbaccababccba

bcaacbcbaabcacbbca bcaacbcbaabcabccba baccabcbaabcacbbca

baccabcbaabcabccba cbaacbbacabcbcacab bacacbcbacabbcaabc

baccbacaabbcbaccba cbabacacbabccabbca baccbaacbcababcbca
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