
AUSTRALASIAN JOURNAL OF COMBINATORICS
Volume 62(2) (2015), Pages 155–171

Binomial determinants and positivity of
Chern-Schwartz-MacPherson classes

Leonardo Constantin Mihalcea∗

Department of Mathematics
460 McBryde, Virginia Tech University

Blacksburg VA 24060
U.S.A.

lmihalce@math.vt.edu

Abstract

We give a combinatorial interpretation of a certain positivity conjecture
of Chern-Schwartz-MacPherson classes, as stated by P. Aluffi and the
author in a previous paper. It translates into a positivity property for a
sum of p×p determinants consisting of binomial coefficients, generalizing
the classical Theorem of Lindström-Gessel-Viennot et al. which computes
these determinants in terms of non-intersecting lattice paths. We prove
this conjecture for p = 2, 3.

1 Introduction

Let X be a projective nonsingular variety of dimension n over the complex numbers.
One of the most important classes in the cohomology of X is c(TX) — the total
Chern class of its tangent bundle TX. For example, the classical Gauss-Bonnet
Theorem states that cn(TX) ∩ [X] equals the topological Euler characteristic of X.
There have been sustained efforts to find analogues of the class c(TX) for singular
varieties. A class with particularly good properties was conjectured by Deligne and
Grothendieck; they stated that there is a unique functor c∗ : F(X) → H∗(X) from
the group of constructible functions of X to its homology which is compatible with
proper push-forwards and for which c∗(1X) = c(TX)∩ [X] if X is nonsingular. This
conjecture was proved by MacPherson [8], and it turned out that the homology class
c∗(1X) coincided with a class defined earlier by M. H. Schwartz [9, 10]; hence its
name Chern-Schwartz-MacPherson (CSM), and the notation cSM(X) = c∗(1X). We
refer the reader to the excellent survey [1] for details about this and other similar
constructions.

∗ During revision stage, this work was partially supported by NSA Young Investigator Award
H-98230-13-1-0208.
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The current note studies a positivity conjecture made by P. Aluffi and the author
[2] in the case when X is the Grassmannian manifold Gr(p, n) which parametrizes
the linear subspaces of dimension p in Cn. In this case, the (integral) homology
H∗(Gr(p, n)) has a basis given by Schubert classes [Ωλ] where λ is a partition included
in the p× (n− p) rectangle; this means that λ is a sequence of non-negative integers
(λ1 ≥ · · · ≥ λp) such that λ1 ≤ n − p. The Schubert varieties Ωλ are closures
of Schubert cells Ωo

λ, which are the orbits of a (fixed) Borel subgroup of the general
linear group GLn(C). The characteristic function 1Ωoλ

of the Schubert cell determines
a homology class c∗(1Ωoλ

) ∈ H∗(Gr(p, n)), and therefore an identity

c∗(1Ωoλ
) =

∑
µ

c(λ, µ)[Ωµ].

From the definition of the CSM classes (cf. [2]) it follows that c(λ, µ) = 0 unless
µ ⊂ λ which means that µi ≤ λi for 1 ≤ i ≤ p. This and the inclusion-exclusion
property satisfied by the CSM classes implies that the CSM class of the Schubert
variety cSM(Ωλ) is equal to the sum

cSM(Ωλ) =
∑
µ⊂λ

cSM(1Ωoµ).

Based on substantial computer checking we conjectured in [2, Conj. 1] that
c(λ, µ) ≥ 0. This conjecture was proved in loc. cit. for p = 2 and for any p but µ = (i).
The proof involved combinatorics of lattice paths (as we shall see below), and some
subtle analysis of a generating function for c(λ, µ). B. Jones [5] used small resolutions
of Schubert varieties to find different formulas for c(λ, µ), then proved the positivity
conjecture when Ωµ has codimension 1 in Ωλ (i.e. (λ1 + · · ·+λp)−(µ1 + · · ·+µp) = 1).
In his thesis, Stryker [11] analyzed carefully the formulas from [2] to extend the pos-
itivity to codimensions ≤ 4, and found some particular configurations of the skew-
shape λ/µ where positivity holds in general. Finally, after the current paper was fin-
ished, J. Huh [4] proved the full positivity conjecture by realizing each homogeneous
component of c∗(1Ωoλ

) as the class of an irreducible subvariety in the Grassmannian.
The subvariety corresponds to a degeneracy locus on a particular desingularization
of a Schubert variety in the Grassmannian, which has finitely many Borel orbits. As
noted by Huh, this geometric description does not give a combinatorial formula for
c(λ, µ), and the question of finding a manifestly positive formula for the coefficients
c(λ, µ) remains open. The aim of this paper is to provide such a formula in the case
p ≤ 3. We proved the following statement:

Theorem 1.1 Let λ, µ be two partitions with p parts, such that µ ⊂ λ. Then:

1. c(λ, µ) =
∑

s∈S(λ) detM(s) where the sum is over a set S(λ) depending only

on λ and M(s) is a p × p matrix. Further, detM(s) is equal to the sum
of signed p-tuples of non-intersecting lattice paths from some initial points
A1(s), . . . , Ap(s) to some end points B1, . . . , Bp, which depend only on µ.
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2. Let p = 2. Then each determinant detM(s) is positive.

3. Let p = 3. In this case the set S(λ) can be written as the disjoint union
S(λ) =

⋃
f∈F S(λ; f) which induces a decomposition

c(λ, µ) =
∑
f∈F

c(λ, ν; f).

Then c(λ, µ; f) ≥ 0 and there exists f0 ∈ F such that c(λ, µ; f0) > 0.

In particular, c(λ, µ) > 0 for p ≤ 3.

Parts 1 and 2 of the theorem are re-statements of results from [2], but they are
considered now in a uniform format, using lattice paths. The bulk of the paper
consists of the proof of the third part. In this case, it is possible that detM(s) < 0;
we will illustrate this in an example below. There is a precise definition of the triples
of lattice paths which count c(λ, µ), given in Corollary 3.7 below.

Besides the geometric interest, the combinatorics of the sum
∑

s∈S(λ) detM(s) is
quite interesting. Recall that to any 2p lattice points A1, . . . , Ap and B1, . . . , Bp in
Z2 one can associate a p× p matrix of binomial coefficients M = (mij), where mij is
equal to the number of lattice paths from Ai to Bj, with each segment oriented either
North-South, or West-East (see Figure 1 below). It is a classical result about binomial
determinants (see e.g. [7, 3] or see [6] and references therein) that if the points Ai
respectively Bj are arranged, in order, from North-East to South-West, then the
determinant of M is non-negative, and counts p-tuples of non-intersecting lattice
paths π = (π1, . . . , πp), where πi is a path from Ai to Bi. The theorem appeared and
was rediscovered in many places, and we will refer it as the LGV Theorem. A slightly
more general version of this theorem implies immediately the calculation detM(s).
The unexpected result here is the positivity of the sumi

∑
s∈S(λ) detM(s). i In this

context, the positivity of c(λ, µ) can be interpreted as a family version of the LGV
theorem, where a single determinant associated with 2p lattice points is replaced
by a family of such determinants. Even though a particular determinant might be
negative, their sum remains positive. After searching the literature and discussing
with experts in this area, this seems to be the first example of such a phenomenon.

2 Preliminaries

2.1 A family of lattice paths

In this note a path π will be a lattice path in Z2 with the horizontal steps to the
right and the vertical steps going down. For A,B ∈ Z2 the notation π : A → B
means that π starts at A and ends at B. See Figure 1 below.

By a partition λ we mean a non-increasing sequence of nonnegative integers

λ = (λ1 > λ2 > · · · > λp > 0).
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(1,5)

(6,1)

Figure 1: A path from (1, 5) to (6, 1).

Let λ = (λ1, . . . , λp) and µ = (µ1, . . . , µp) be two such partitions such that µi ≤ λi.
To this data we associate a family of 2p points A1(s), . . . , Ap(s) and B1, . . . Bp in Z2.
The points Ai(s) will depend on a sequence of parameters s in a set S(λ) which we
define in the next paragraph. The points Bj, for 1 6 j 6 p are defined simply by:

Bj := (µj + p− j + 1, µj + p− j + 1).

The set S(λ) consists of sequences s = (ai,j) of nonnegative integers indexed as
the elements of a square matrix of order p−1, situated on or below the main diagonal:

a1,1

a2,1 a2,2
...

...
. . .

ap−1,1 ap−1,2 · · · ap−1,p−1

(2.1)

Definition 2.1 Let λ = (λ1, . . . , λp) be a partition. We say that the integers ai,j are
in triangular order with respect to λ if:

1. 0 6 ai,j 6 λj+1.

2. The partial sums from the j − th column, from row j + 1 to i + j, for all
1 6 i 6 p− 1− j, are less than aj,j, i.e.

aj+1,j + · · ·+ aj+i,j 6 aj,j. (2.2)

To simplify the notation in the upcoming formulae, we let Rj, for 2 6 j 6 p − 1,
respectively Cj, for 1 6 j 6 p−2 denote the partial sum on the j−th row, respectively
j−th column of 2.1, excluding aj,j:

Rj := aj,1 + · · ·+ aj,j−1. (2.3)
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Cj := aj+1,j + · · ·+ ap−1,j. (2.4)

Set also R1 = Cp−1 = 0. Denote the set of all triangular sequences with respect to λ
by S(λ) and an element of it by s = (aij). We define the lattice points Aj(s) by

Aj(s) := (p− j + 1 + aj,j −Rj, λj + p− j + 1−Rj)

for 1 6 j 6 p− 1. If j = p, let the x−coordinate of Ap(s) be

xAp(s) := 1 + (C1 − a1,1) + (C2 − a2,2) + · · ·+ (Cp−1 − ap−1,p−1)

and the y−coordinate to be

yAp(s) := λp + xAp(s).

For s ∈ S(λ) define the matrix M(s) = (mij(s)) by

mij(s) = #P(Ai(s)→ Bj),

where the right hand side denotes the number of paths from Ai(s) to Bj. Explicitly,
the matrix M(s) is given by:

(
λ1−a1,1

µ1+R1−a1,1

) (
λ1−a1,1

µ2−1+R1−a1,1

)
· · ·

(
λ1−a1,1

µp−(p−1)+R1−a1,1

)(
λ2−a2,2

µ1+1+R2−a2,2

) (
λ2−a2,2

µ2+R2−a2,2

)
· · ·

(
λ2−a2,2

µp−(p−2)+R2−a2,2

)
...

...
...

...(
λp−1−ap−1,p−1

µ1+p−2+Rp−1−ap−1,p−1

) (
λp−1−ap−1,p−1

µ2+p−3+Rp−1−ap−1,p−1

)
· · ·

(
λp−1−ap−1,p−1

µp−1+Rp−1−ap−1,p−1

)( λp

µ1+p−1+
∑p−1
s=1 (as,s−Cs)

) ( λp

µ2+p−2+
∑p−1
s=1 (as,s−Cs)

)
· · ·

( λp

µp+
∑p−1
s=1 (as,s−Cs)

)


(2.5)

i.e. the binomial coefficient on the row r and column c, for 1 6 r 6 p− 1 is equal to(
λr − ar,r

µc + r − c+Rr − ar,r

)
.

For example, in the case p = 2, the triangular sequence S(λ) consists of all (a11) such
that 0 6 a11 6 λ2 and M(a11) is given by:( (

λ1−a1,1
µ1−a1,1

) (
λ1−a1,1
µ2−1−a1,1

)(
λ2

µ1+1+a1,1

) (
λ2

µ2+a1,1

) ) . (2.6)

Similarly, in the case p = 3, the triangular sequences consist of triples (a21, a22, a11)1

such that
0 6 a21 6 a11; 0 6 a22 6 λ3; 0 6 a11 6 λ2,

1We used the ordering (a21, a22, a11) rather than (a11, a12, a22) to be consistent with the notation
(a21, a22, a11) = (i, j, k) used later in the paper.
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and M(s) is:
(
λ1−a1,1
µ1−a1,1

) (
λ1−a1,1
µ2−1−a1,1

) (
λ1−a1,1
µ3−2−a1,1

)(
λ2−a2,2

µ1+1+a2,1−a2,2

) (
λ2−a2,2

µ2+a2,1−a2,2

) (
λ2−a2,2

µ3−1+a2,1−a2,2

)(
λ3

µ1+2+(a1,1−a2,1)+a2,2

) (
λ3

µ2+1+(a1,1−a2,1)+a2,2

) (
λ3

µ3+(a1,1−a2,1)+a2,2

)
 . (2.7)

The matrix M(s) appeared in our previous work [2], and the following was proved
in [2, Thm. 3.8]:

Proposition 2.2 Given the expansion c∗(1Ωoλ
) =

∑
µ⊂λ c(λ, µ)[Ωµ] as in [2], the

following identity holds:

c(λ, µ) =
∑
s∈S(λ)

detM(s). (2.8)

Remark 2.1 In the cases p = 2 respectively p = 3, explicit positive combinatorial
formulae for c(λ, µ), in terms of lattice paths, are given respectively in Corollaries
2.4 and 3.7 below.

Remark 2.2 For arbitrary p and if µ = (r) (the row partition with r boxes), it was
proved in [2] that c(λ, (r)) from equation (2.8) is the coefficient of tr in∏

i>1

(1 + it)λi−λi+1 .

The proof used a different approach than the one considered here, and involved
residues and generating functions. A positive formula in the case when |µ| = |λ|− 1,
where |λ| = λ1 + · · ·+ λp, was obtained by B. Jones in [5]. It is an interesting com-
binatorial question to find whether these formulas have natural interpretations using
lattice paths.

2.2 Proof of the first two parts of Theorem 1.1

We recall next the (unweighted) version of the classical LGV Theorem which allows
any configuration of the initial points and end points. In what follows P(E → F )
denotes the set of lattice paths from the point E to the point F .

Theorem 2.3 (Theorem 1 in [3]; see also [7]) Let Ei, Fj be 2p lattice points,
with 1 6 i, j 6 p. Then the determinant det(#P(Ei → Fj)16i,j6p is equal to∑

πw
ε(w), where w is a permutation in Sym(p), ε(w) is its signature and the sum

is over all p−tuples of paths
πw = (πw1 , . . . , π

w
p )

with πwi : Ew(i) → Fi, such that no two paths πwi and πwj intersect.



L.C. MIHALCEA/AUSTRALAS. J. COMBIN. 62 (2) (2015), 155–171 161

Applying this theorem to detM(s) yields immediately the first part of the Main
Theorem 1.1. For the second part, note that in the case p = 2 a triangular sequence
(aij) has just one element, denote it i, satisfying 0 6 i 6 λ2. Then one can easily see
that for any i, the lattice point A1(i) is strictly North and strictly East of A2(i) (i.e.
xA1(i) > xA2(i) and yA1(i) > yA2(i)) and similarly B1 is strictly North and strictly East
of B2. Therefore there cannot be non-intersecting lattice paths which contribute
negatively to detM(s). Moreover, because of the strict inequalities one can find at
least one pair of non-intersecting lattice paths. To state the precise formula, let Π(i)
denote the set of all non-intersecting pairs of paths (π1, π2), with πr : Ar(i) → Br.
We get the following identity, stated also in [2, Thm. 4.5]:

Corollary 2.4 (Positivity for p = 2) Let λ = (λ1, λ2) be a partition. Then for
any partition µ, the coefficient c(λ, µ) is equal to

λ2∑
i=0

#Π(i) .

2.3 An example for p = 3.

The remainder of the paper deals with the proof of the third part of Theorem 1.1. We
begin first by illustrating the result by an example, for λ = (3, 3, 3) and µ = (2, 2, 1).
To avoid carrying subscripts, we identify the triangular sequence (a21, a22, a11) to
(i, j, k), so that

0 6 k 6 λ2 = 3; 0 6 i 6 k; 0 6 j 6 λ3 = 3 .

The lattice points A`, B`, for A` = A`(i, j, k), 1 6 ` 6 3 are given by A1 = (k +
3, λ1 + 3) = (k + 3, 6), A2 = (2 − i + j, λ2 + 2 − i) = (2 − i + j, 5 − i), A3 :=
(1− k + i− j, λ3 + 1− k + i− j) = (1− k + i− j, 4− k + i− j) and

B1 = (5, 5), B2 = (4, 4), B3 = (2, 2) .

By Theorem 2.3 above, each of the determinants of matrices M(i, j, k) counts signed
triples of non-intersecting lattice paths. The content of the Theorem 1.1 is that all
triples of non-intersecting lattice paths which are counted negatively are cancelled
by the positive ones. In fact, we are proving more: if the sum j + k is fixed, say
j + k = f then

c(λ, µ; f) :=
∑

(i,j,k)∈S(λ),j+k=f

M(i, j, k) (2.9)

is non-negative and there exists an f such that this sum is positive. As an example,
let j + k = 2 (so f = 2). The configurations arising from this situation are those
from Figure 2 below. Then c((3, 3, 3), (2, 2, 1); 2) is the sum of 6 determinants, and
it can be written as:

c((3, 3, 3), (2, 2, 1); 2) = 0 + 3 + 6 + 3 + 3− 3 = 12 .



L.C. MIHALCEA/AUSTRALAS. J. COMBIN. 62 (2) (2015), 155–171 162

2

A3

A
A1

3

2

A1

A

A
1

A3

A2

A1

B 3

B 2

B

1
2

A3

A
A

1

A3

A2

A

2

A1

A3

A

Figure 2: Configurations of A’s and B’s for λ = (3, 3, 3), µ = (2, 2, 1) and j + k = 2;
figures correspond, left-right, top-down to (0, 2, 0), (0, 1, 1), (1, 1, 1), (0, 0, 2), (1, 0, 2),
(2, 0, 2). The blue dots represent the points B`, which do not vary with (i, j, k).

Note, for example, that detM(0, 2, 0) = 1 − 1 = 0 since there is one triple
of non-intersecting paths, (A1, A2, A3) → (B1, B2, B3) counted with +1, and one
triple (A2, A1, A3) → (B1, B2, B3) counted negatively. This is different from the case
(i, j, k) = (2, 0, 2) when all the triples are counted negatively (in fact, this is just an
ordinary LGV determinant, with the second and the third row swapped).

2.4 Idea of proof

To show that the coefficient c((λ1, λ2, λ3), (µ1, µ2, µ3); f) is nonnegative it is enough
to prove that there is an injective map from the non-intersecting triples which count
negatively to those counting positively. We show how this map is constructed for
the negative paths computing detM(0, 2, 0) and detM(2, 0, 2) in Figure 2 above.
To shorten notation, we denote by P((A1, A2, A3) −→ (B1, B2, B3)) the set of non-
intersecting triples of lattice paths π = (π1, π2, π3) where π` : A` → B`.

The map will distinguish between two cases: one when w is the transposition
(12) and one when w = (23); (i, j, k) = (0, 2, 0) corresponds to the first case, while
(2, 0, 2) to the second. We will show among other things, in §3.4, that these are the
only configurations resulting in (non-intersecting) triples counted negatively.

If (i, j, k) = (0, 2, 0), from a triple of paths

(π1, π2, π3) ∈ P((A2, A1, A3) −→ (B1, B2, B3)),

we construct a triple

(π∗1, π
∗
2, π

∗
3) ∈ P((A∗1, A

∗
2, A

∗
3) −→ (B1, B2, B3))
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where (A∗1, A
∗
2, A

∗
3) is the triple corresponding to (i∗, j∗, k∗) = (0, 1, 1); the path π3

remains unchanged, so π∗3 = π3. As for π∗1 respectively π∗2, they are constructed using
certain ‘surgery’ on π1 and π2 respectively. This process, described below, is shown
in Figure 3. First, one translates the source A2 of π1 horizontally to left, say x units,
until it hits π2. Let A∗2 be this intersection point and define π∗2 to be the portion of
π2 starting at A∗2. Similarly, given the x units from the previous step, one translates
the portion of π2 from A1 to A∗2 horizontally to the right x units, and form the new
path π∗1. Note that in this case, the triple (i∗, j∗, k∗) corresponding to (A∗1, A

∗
2, A

∗
3) is

*

A3

A1

A

B3

B2

B12
A2
*

A1

Figure 3: Construction of paths π∗1 and π∗2 corresponding to the inversion (12)

obtained from the initial (i, j, k) by making

i∗ := i, j∗ := j − x, k∗ := k + x, (2.10)

and such a transformation leaves S(λ) and the sum j + k invariant, provided that x
is small enough. The condition on x will be satisfied for each triple of paths which
contributes negatively to its corresponding determinant.

A similar procedure, using now a diagonal translation with slope 1, can be used
to construct a positive triple out of one corresponding to the inversion (23). This is
illustrated in Figure 4. In this case, the newly obtained triple (A∗1, A

∗
2, A

∗
3) is via the

transformation
i∗ := i− x, j∗ := j, k∗ := k , (2.11)

which again preserves S(λ) and the sum j + k for small x. It is not hard to verify
that in this example, the map defined from all the non-intersecting triples of paths
which count negatively has four key properties:

1. it sends a triple of non-intersecting paths into another triple of non-intersecting
paths;

2. it is injective;
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*

A1

A3= A2
*

A2 =A3

B1

B2

B3

Figure 4: Construction of paths π∗2 and π∗3 corresponding to the inversion (23)

3. it sends the initial points corresponding to a triangular sequence (i, j, k) into
points determined by a sequence (i∗, j∗, k∗) from the same set S(λ). Moreover,
j + k = j∗ + k∗.

4. it sends each triple which counts “negatively” to a triple counting “positively”.

We will prove all these properties in general.

3 Proof of part 3 of Theorem 1.1

3.1 Possible configurations for the points A`(s) and B`.

We use the notation from §2.1. We fix two partitions λ = (λ1, . . . , λp) and µ =
(µ1, . . . , µp). For now p is arbitrary, but we will soon restrict to the case p = 3. Since
the parts of the partition µ are decreasing it follows that for `1 > `2, the point B`1

is strictly North-East of B`2 (see figure below). The points A` = A`(s), for a fixed
triangular sequence s, are not arranged as nicely. However, the following holds:

Lemma 3.1 (a) Let s be a triangular sequence. Then A1(s) is strictly North-East
of Ap(s), i.e. xA1(s) > xAp(s) and yA1(s) > yAp(s).
(b) A1(s) is strictly North of A`(s), for all 2 6 ` 6 p− 1.

Proof: This is a straightforward computation. 2

3.2 Two distance functions between paths

Let π and π′ be respectively two paths between A and B, and A′ and B′. We define
two distances between π and π′. One is a horizontal distance, denoted Dh(π, π

′)
and the other is a diagonal distance, denoted Dd(π, π

′). These distances will be the
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p)

++

+1

1)

= B 1

=B

+2

(µ 1, µ

µ

µ

+(µ

(µ

pp p

2 p!1, p!1) 

+1 p,

Figure 5: The end points B`.

quantities x used to define the transformations described in equations (2.10) and
(2.11).

We define Dh first. This distance will only be defined provided that yA > yA′ ,
i.e. that A′ is strictly to the South of A. The reader can refer to Figure 3, with
(A,B) = (A1, B2) and (A′, B′) = (A2, B1). Assume that a horizontal line L′ passing
through A′ intersects π at a point C. Then Dh(π, π

′) = l where l is the length of
the segment A′C. If L′ doesn’t intersect π then we set Dh(π, π

′) =∞. In Figure 3,
Dh = 1.

To define Dd, we take diagonal lines L and L′ of slope 1 starting respectively from
A and A′ in both directions (in Figure 4, (A,B) = (A3, B2), (A′, B′) = (A2, B3), and
the lines L and L′ happen to coincide). If at least one of L or L′ intersects respectively
π′ and π (say at C ′ or C), then Dd(π, π

′) is the (diagonal) length of the segment AC ′

or A′C (necessarily just one) formed in this way. If neither of L and L′ intersects
the associated paths, define Dd(π, π

′) =∞. The following is immediate:

Lemma 3.2 Assume that πr : Ar → Br, 1 6 r 6 2 are two paths, and that B1 and
B2 are on the main diagonal. Then Dd(π, π

′) <∞.

3.3 Two swaps

Let π1 : A1 → B2 and π2 : A2 → B1 be two paths as in Figure 3. As in §2.4, we
will define two ‘swaps’ between π1 and π2; one horizontal and one diagonal provided
that the corresponding distance between the paths is not infinity. The result will be
a new pair of paths, (π∗1, π

∗
2) and new sets of points A∗r, r = 1, 2. The end points Br

remain fixed.
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In fact, we only define the horizontal swap as in Figure 3 above and we let the
reader to fill in the details for the diagonal swap, using the Figure 4. Let Ar =
(xAr , yAr), r = 1, 2.

Assume that Dh(π1, π2) = l and that this distance is realized by the segment
A2A

∗
2, with A∗2 ∈ π1. Then let π∗2 to be the partial path obtained from π1 by

chopping off the part from A1 to A∗2. To define π∗1 we translate horizontally the path
from A1 to A∗2 and attach it to π2 such that A∗2 becomes A2. Then A∗1 will be the
new starting point of π∗1. In terms of coordinates, if (xr, yr) and (x∗r, y

∗
r) are the

coordinates respectively of Ar and A∗r, then

(x∗1, y
∗
1) = (x1 ± l, y1) and (x∗2, y

∗
2) = (x2 ∓ l, y2)

where ± is decided by the orientation of the segment A2A
∗
2: plus if xA∗2 < xA2 , minus

otherwise. Similarly, if Dd(π1, π2) = l′ then (x∗r, y
∗
r) = (xr ± l′, yr ± l′).

3.4 Positivity for p = 3

We are now ready to prove the positivity statement from Theorem 1.1(3). To shorten
notation, as before, let (a21, a22, a11) = (i, j, k). The constraints for the triangular
sequence with respect to λ translate to:

0 6 k 6 λ2; 0 6 i 6 k; 0 6 j 6 λ3. (3.1)

Fix such a sequence (i, j, k); recall that

A1 = (k+3, λ1+3); A2 = (2−i+j, λ2+2−i); A3 := (1−k+i−j, λ3+1−k+i−j).

Fix also a partition µ = (µ1 > µ2 > µ3) which determines B1, B2, B3:

Br := (µr + 3− r + 1, µr + 3− r + 1), 1 6 r 6 3.

Invoking again the classical LGV Theorem, if A1, A2, A3 are arranged, in order,
(weakly) from NE to SW, the corresponding determinant will be nonnegative. Since
A1 is always strictly NE of A3, and strictly North of A2 (by Lemma 3.1) it follows
that there are only two possibilities which may yield a negative determinant:

Case 1. A2 is strictly SE of A1 and there is a triple of non-intersecting paths
π = (π1, π2, π3) such that π1 : A1 → B2, π2 : A2 → B1 and π3 : A3 → B3 (see e.g.
the configuration corresponding to (i, j, k) = (0, 2, 0) in Figure 2). In this case, let
l := Dh(π1, π2) be the horizontal distance between π1 and π2. Clearly l <∞. Then
perform the horizontal swap to (π1, π2) to define (π∗1, π

∗
2), with π∗r : A∗r → Br. The

new starting points A∗1 and A∗2 are given by the sequence (i∗, j∗, k∗) where

i∗ = i; j∗ = j − l; k∗ = k + l. (3.2)

Note that π3 is not affected; denote by π∗ = (π∗1, π
∗
2, π3) the new obtained triple.

We have to show that (i∗, j∗, k∗) satisfy the constraints conditions in 3.1 - see also
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Property (3) in §2.4. Indeed, the relative position of the paths π1 and π2 implies
that xA2 − l > xA1 , i.e. that

2− i+ j − l > k + 3.

In particular

j − l > k + i+ 1 > 0 and k + l 6 −i+ j − 1 < λ2.

Another important feature of the swaps performed is that the paths in the new
triple π∗ are non-intersecting. (This proves Property (1) from §2.4.) This follows
immediately from their construction: A3 is SW of A1 and π∗1 is obtained by moving
the ‘head’ of π1, containing A1, horizontally to the East.

Case 2. A2 is not weakly North-East of A3 and there is a triple of non-intersecting
paths π = (π1, π2, π3) such that π1 : A1 → B1, π2 : A2 → B3 and π3 : A3 → B2.
There are three situations, according to A2 being NW, SE or SW of A3 (see subcases
2.1, 2.2 and 2.3 below). In all three situations one performs a diagonal swap to
(π2, π3). We obtain a new triple π∗ = (π1, π

∗
2, π

∗
3), with π∗r : A∗r → Br and the new

sequence (i∗, j∗, k∗) defining A∗r (r = 2, 3) is given by:

i∗ = i− l; j∗ = j; k∗ = k. (3.3)

As in Case 1, we have to show that (i∗, j∗, k∗) satisfies the constraints (3.1), i.e. that
i > l.

Subcase 2.1. A2 is NW of A3, i.e. xA2 < xA3 and yA2 > yA3. In this case

l 6 xA3 − xA2 = (1− k + i− j)− (2− i+ j) = 2i− k − j − 1

which shows that
i− l > k − i+ j + 1 > 0.

Subcase 2.2. A2 is SE of A3, i.e. xA2 > xA3 and yA2 < yA3. In this case

l 6 yA3 − yA2 = (1 + λ3 − k + i− j)− (2 + λ2 − i) = (λ3 − λ2) + 2i− k − j − 1

which shows that
i− l > (λ2 − λ3) + k − i+ j + 1 > 0.

Subcase 2.3. A2 is SW of A3, i.e. xA2 6 xA3 and yA2 6 yA3, but A2 6= A3. In this
case

l 6 max{xA3 − xA2 , yA3 − yA2}
and the computation reduces to one from Subcases 2.1 or 2.2 above.

We also need to show that the diagonal swap produces a non-intersecting triple
of paths. This is done separately for each of the subcases above, and it should be
clear from the construction.

To finally show positivity, let c(λ, µ; f) be the partial sum from equation (2.9)
defining the coefficients of CSM classes in the case p = 3, obtained by fixing k+j = f .
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Theorem 3.3 Let 0 6 f 6 λ2 + λ3. Then the partial sum c(λ, µ; f) is nonnegative
and c(λ, µ; 0) > 0 if µ ⊂ λ (i.e. µr 6 λr, for 1 6 r 6 3).

Proof: The second part of the theorem is immediate: if f = 0, then (i, j, k) =
(0, 0, 0), and the points A1, A2, A3 are arranged strictly from NW to SE, thus sat-
isfying the hypothesis of the LGV Theorem. Since µ ⊂ λ, each B` is SE of A`, so
there is at least one non-intersecting triple of paths π : (A1, A2, A3)→ (B1, B2, B3).

To prove the first part we need to show that there is an injective map from the
non-intersecting triples of paths π : (A1, A2, A3) → (B1, B2, B3) where the initial
points A1, A2, A3 are not arranged in the NE-SW configuration (and may count
negatively) to those triples where the initial points are arranged in NE-SW (and
count positively). Let S1 respectively S2 the sets of all such triples. We define the
map Ψ : S1 → S2 as follows: by definition the points A1, A2, A3 are not arranged
in the NE-SW configuration, therefore they are exactly in one of the configurations
described in Case 1 and Case 2 above. In each of these cases, Ψ(π) = π∗, where π∗

is the swap applied to π : (A1, A2, A3) → (B1, B2, B3) (and described explicitly in
the Cases 1 and 2). By our proofs in Cases 1 and 2, the map Ψ satisfies properties
(1),(3),(4) mentioned in §2.4. It remains to show that Ψ is injective. For that, it is
enough to show that there cannot be triples π = (π1, π2, π3) and π∗∗ = (π∗∗1 , π

∗∗
2 , π

∗∗
3 )

such that:

1. π and π∗∗ are triples of non-intersecting paths.

2. π creates a (12) inversion, as in Case 1 above, i.e. π1 : A1(i, j, k) → B2, π2 :
A2(i, j, k)→ B1, π3 : A3(i, j, k)→ B3.

3. π∗∗ creates a (23) inversion, as in Case 2 above, i.e. π∗∗1 : A1(i∗∗, j∗∗, k∗∗)→ B1,
π∗∗2 : A2(i∗∗, j∗∗, k∗∗)→ B3, π∗∗3 : A3(i∗∗, j∗∗, k∗∗)→ B2.

4. The new triples obtained by applying a horizontal swap to (π1, π2) in π and a
diagonal swap to (π∗∗2 , π

∗∗
3 ) in π∗∗ are equal.

We assume there are such triples, and recall that i, j, k is the sequence corresponding
to π; to shorten notation, let A1, A2, A3 be the starting points of the paths determined
by π and let A∗1, A

∗
2 be the initial points of the paths π∗1 : A∗1 → B1 and π∗2 :

A∗2 → B2 obtained from the horizontal swap of (π1, π2). Let also l1 = Dh(π1, π2),
l2 = Dd(π

∗
2, π3) and let (i∗, j∗, k∗) be the sequence determining A∗1, A

∗
2 and A∗3 = A3.

Refer to Figure 3 for the configuration of A1, A2, A3. The next lemma shows the
relations between i, i∗, i∗∗ and so on, needed later.

Lemma 3.4 (a) i∗ = i and i∗∗ = i+ l2.
(b) k∗ = k + l1 and k∗∗ = k∗.
(c) j∗ = j − l1 and j∗∗ = j∗.

Proof: This follows from the equations 3.2 and 3.3 which record the transformations
of i, j, k after a horizontal or diagonal swap. 2
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Since π creates an (12) inversion, it must be that A2 is strictly S and strictly E
of A1, i.e.

xA2 > xA1 and yA2 < yA1 (3.4)

(use Lemma 3.1 and the fact that if xA2 6 xA1 then π1 and π2 must intersect).
Moreover, by the definition of l1,

xA2 − xA1 > l1 ⇔ (2− i+ j)− (k + 3) > l1 ⇔ j − i− l1 > k + 1.

In particular,
j − i > l1 + 1. (3.5)

Lemma 3.5 A3 is strictly S and strictly W of A∗2, i.e. xA∗2 > xA3 and yA∗2 > yA3.

Proof: We have

yA∗2 − yA3 = (λ2 − λ3) + (k − i) + (j − i) + 1 > 2 > 0,

where ‘>’ follows from λ2 > λ3, k > i and equation (3.5). As for xA∗2 > xA3 , this
happens since xA∗2 > xA1 > xA3 ; the first inequality holds because performing a
horizontal swap to paths π1, π2 creating a (12) inversion implies A∗2 ∈ π1, therefore
A∗2 is weakly East of A1; for the second inequality use Lemma 3.1. 2

This lemma, together with the definition of l2, implies that

l2 > min{xA∗2 − xA3 , yA∗2 − yA3}.

The triple (i∗∗, j∗∗, k∗∗) must satisfy the constraints (3.1), so in particular

i∗∗ 6 k∗∗ ⇔ i+ l2 ≤ k + l1.

Then the theorem follows from the following lemma, which contradicts the existence
of such a triple, and therefore of π∗∗.

Lemma 3.6 i+ min{xA∗2 − xA3 , yA∗2 − yA3} > k + l1.

Proof: We first show that i+ yA∗2 − yA3 > k + l1. This is equivalent to

i+ (λ2 − λ3) + k − i+ 1 + j − i > k + l1 ⇔ (λ2 − λ3) + 1 + j − i− l1 > 0

and the last expression is true by equation (3.5) above. Similarly, taking into account
that xA∗2 = 2− i+ j − l1, we have

i+ xA∗2 − xA3 > k + l1 ⇔ 1 + j − l1 + j − i− l1 > 0

which is true again by the equation (3.5) above. This finishes the proof of the lemma
and of the theorem. 2
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The proof of the theorem suggests a positive formula to compute c(λ, µ): for a
fixed triple (i, j, k), the triples of paths π = (π1, π2, π3) which contribute to c(λ, µ)
must satisfy the following:

(P1) π is non-intersecting and it corresponds to identity permutation, i.e. πr : Ar →
Br, for 1 6 r 6 3.

(P2) Let lh be the horizontal distance between π1 and π2 and let ld be the diagonal
distance between π2 and π3. Recall that ld <∞ (Lemma 3.2). Then either lh =∞,
or, if lh <∞, neither of triples

(i, j + lh, k − lh) or (i+ ld, j, k)

is triangular, i.e. neither of them satisfies the conditions from (3.1). For the first
triple, this can happen, for example, if j + lh > λ3 or if k < lh.

We call the triples π = (π1, π2, π3) satisfying (P1) and (P2) balanced. The
properties (P1) and (P2) mean that one cannot perform a horizontal transformation
to π1 and π2, or a diagonal transformation to π2 and π3, and obtain a triple of paths
with initial points A1, A2, A3 coming from a triangular sequence in S(λ). Informally,
π2 is ‘far enough’ from either π1 and π3, so one cannot do either transformation. In
summary:

Corollary 3.7 c(λ, µ) is equal to∑
s∈S(λ)

#Pbal
(
(A1(s), A2(s), A3(s))→ (B1, B2, B3)

)
where Pbal indicates that only the balanced triples from P

(
(A1(s), A2(s), A3(s)) →

(B1, B2, B3)
)

are considered.
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