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Abstract 

We begin by considering certain analogues, in finite 3-dimensional affine spaces, of 
the ordinary cube. From the properties of these structures (as geometric lattices having 
point sets which are threefold Cartesian products) we derive the notion of an (abstract) 
finite cube. By studying the additional properties (including the properties of certain 
groups associated with the cube) of members of a suitably restricted class of embedded 
finite cubes, we arrive at the notion of a perfect finite cube. Our main theorem asserts 
that every perfect finite cube can be embedded in a finite 3-dimensional affine space. 

1 Introduction 

Among the best known and most studied combinatorial designs are the finite projective 
and affine spaces, in particular those constructible from finite fields (which includes all 
the finite projective and affine spaces of dimension greater than two). Further designs 
can be obtained from these spaces using various constructions: for example, the points 
and lines of any finite 3-dimensional projective or affine space are the points and blocks 
of a balanced incomplete block design, as are the points and planes of any 4-dimensional 
projective or affine space. 

Various types of subsets of the point sets of such finite spaces have been studied 
in the literature, including especially those (such as conics in the plane and quadric 
surfaces in 3-dimensional space) defined by polynomial equations in the coordinate 
variables. The latter may be regarded as finite analogues of the algebraic curves, 
surfaces etc. of classical geometry. Some of them yield further important block designs. 

The study of arbitrary finite sets of vectors led in the 1930's to the concept of a 
matroid (see for example Welsh [3], p. 6 for a brief history of matroid theory), and 
to the related concept of a geometric lattice (cf. [3], p. 51). Every finite subset of the 
point set of a projective or affine space inherits from the enveloping space a geometric 
lattice structure. An important problem is the determination of sufficient conditions 
for an abstract geometric lattice to be embeddable (in a projective or affine space). 

A solid in ordinary 3-dimensional Euclidean space may be thought of as a subset 
of the point set. The most famous solids, apart from the solid sphere, are of course 
the Platonic solids, of which the cube is probably the most familiar. We seek suitable 
finite analogues of the ordinary cube. 

Now a point of Euclidean space belongs to the unit cube if and only if all of its 
coordinates belong to the closed interval [0, I}. The embedded 'finite cubes' of §2 are 
obtained by replacing the classical coordinate field R by an arbitrary finite field F, and 
replacing the interval [0, 1] by an (almost) arbitrary subset S of F. The structure of 



such a 'cube' includes its structure as a geometric lattice. It also includes the structure 
of the point set 53 as a Cartesian product. These two structures are intertwined. 

In §§2.5-2.8 we show how the internal structure of an embedded 'finite cube' gives 
rise to a certain algebraic structure, including a group the elements of which are some 
of the 'planes' of the 'cube'. Unfortunately, this algebraic structure is often completely 
trivial. However, in the case of the 'dense cubes' discussed in §§2.9-2.12, the algebraic 
structure contains alot of information about both the cube and its enveloping space. 

Our notion of an (abstract) finite cube, introduced in §3, is based on some of the 
properties common to all embedded 'cubes'. The rigid finite cubes introduced in §4 
have some of the additional properties common to all those embedded cubes which are 
'dense' in their enveloping spaces. The group associated with a rigid cube is a Frobenius 
group. (For an account of the basic properties of Frobenius groups, see for example 
Huppert [1], pp. 495-508.) By imposing a certain condition (cf. axiom B in §5.1) on 
this group and its relationship to the cube, we obtain the notion of a balanced rigid 
cube. Imposing a further condition, namely that the complements of the Frobenius 
group be abelian, we arrive in §6 at the notion of a perfect finite cube. 

It can be checked that every embedded finite cubewnich is 'dense' in its enveloping 
space is a perfect finite cube. Our main theorem (d. §6.16) asserts that every perfect 
finite cube can be embedded in a finite 3-dimensional affine space. 

2 Cubes in Finite Affine Spaces 

2.1 The affine space AG(3, F) 

Suppose that F is a finite field. Then the affine geometry AG(3,F) of dimension 3 
over F is a finite analogue of ordinary 3-dimensional Euclidean space. The points 
are ordered triples (x, y, z) of elements of F, the planes are given by linear equations 
ax + (3y +,z + 8 = 0 with coefficients in F (and a = (3 =, = 0 not allowed), and two 
distinct planes which have a common point intersect in a line. 

2.2 The group M 

Consider the set r of all planes z = ax + by + c with a =1= O. With any plane A in r 
we may associate a map A* : 6 0 ~ 6 0 given by 

A* ( x, y, z) = (ax + by + c, y, ax + by + c), 

where 6 0 is the plane z = x, considered as a set of points. If j.t, with equation 
z = ax + !3y + " also belongs to r then the composite map A .. j.t .. given by 

A*j.t*(X, y, x) = (aax + (a(3 + b)y + a, + c, y, aax + (a(3 + b)y + a, + c) 

corresponds to the plane z = aax + (a(3 + b)y + wy + c, which we denote by Aj.t. 
The set r, together with the binary operation on r which sends (A, j.t) to Aj.t, is a 

group. The group r is isomorphic to the subgroup M of GL(3, F) consisting of all the 
matrices of the form 

(

a b C) 
M(a,b,c) = 0 1 0 , 

o 0 1 

where a, b, c E F and a =1= O. It is also isomorphic to the group consisting of all those 
affine transformations of AG(2, F) which fix every line parallel to the x axis. 
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2.3 The cube C(8) 

Suppose that 8 is a subset of the finite field F, with 181 2:2. Then 8 3 8 x 8 x 8 is a 
subset of the point set F3 ofAG(3, F). The geometric structure of AG(3, F) induces a 
certain geometric structure on S3. A point in this structure is an element of 83; a line 
is the intersection with S3 of a line of AG(3, F) which contains at least two points of 
8 3 ; and a plane is the intersection with 83 of a plane of AG(3, F) which contains three 
non-collinear points of 83 . 

This induced geometric structure on 8 3 is a (very special) example of a geometric 
lattice. The set 83 also has its structure as a Cartesian product. We denote the set 
8 3 , endowed with these two structures, by C(8). Our definition in §3.2 of an abstract 
finite cube will be based on some of the properties of C(8). 

2.4 Remark 

We proceed to show how the geometric structure of C(8), together with the structure 
of 83 as a Cartesian product, gives rise to a certain algebraic structure (including a 
group which is isomorphic to some, possibly trivial, subgroup of r). This algebraic 
structure will be constructed in what may seem an unnecessarily indirect manner in 
order to show that it can be obtained without direct use of the embedding of C(S) in 
AG(3, F). We only use the embedding to establish properties of the algebraic structure. 

In our definition of a rigid finite cube in §4.1, the algebraic structure is assumed 
to be given. We do not claim that it can necessarily be obtained by the construction 
described in §§2.5-2.7 below. Nevertheless, this construction shows how the algebraic 
structure assumed in §4.1 can be obtained (without using the embedding of C(S) in 
AG(3,F)) in the case of a cube C(8) which is 'dense' (d. §2.9) in AG(3,F). 

2.5 The planes of C(S) 

We are especially interested in the planes of C(8) which belong to the set 

r = {AlA is a plane in C(8) and A = Ao n 83 for some Ao E r}. 

Associated with r is the subset ro = Po E rlAo n 83 E r} of r. We note that 
Ll = Llo n 8 3 belongs to r, and that there is a 1-1 correspondence betweeen planes A 
in r and planes Ao in r o. 

Since ~ E r if and only if A is a plane of C(8) which contains no line x(v,w) = 
{(u,v,w)lu E 8} and no line z(u,v) = {(u,v,w)lw E S}, r may be determined purely 
from knowledge of the internal structure of C(S). 

2.6 The maps A,. 

Let us associate with each A in r a bijective map A* : D(A) ---7 R(A), where 

D(A) = {(u,v,u) E LlI(u,v,w) E A for some wE 8}, 
R(A) = {(w,v,w) E .61(u,v,w) E A for some u E 8}, 

and A*(U,V,u) = (w,v,w) {:} (u,v,w) E A. If A,p E rand R(A) overlaps suitably with 
D(p) then there is a unique plane A 0 p in r such that 

(u,v,w) E A 0 p whenever (A,.P .. )(U,v,u) = (w,v,w); 

furthermore, under these conditions, the plane (A 0 p)o in r 0 corresponding to A 0 p is 
AoPo, where Aopo is the product of Ao and Po in the group r. 
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2.7 The group G 

Consider the set Core(f) = p. E riA 0 j.t and j.t 0 A both exist for all j.t E f}. Note that 
Core(f) =J. 0 since .6. E Core(f). \Ve define 'left to right' and 'right to left' products 
lr(Al, ... , An) and rl(AI, ... , An), for AI, ... 1 An E Core(f), as follows. If n = 1 then 
both products equal AI, while if n > 1 then lr(Al, ... ,An) = lr(Al, ... ,An-d 0 An and 
rl(Al,"" ,\n) = Al 0 rl(A'l,"" An). Let us denote by G the subset of r obtained from 
Core(r) by forming all such products. Note that G ;;2 Core(r). 

It is easily checked that Go = {Ao E rlAo n S3 E G} is a subgroup of the group r. 
Also, by the last remark in §2.6, Ir(Al,"" An) = rl(Al"'" An) whenever AI, ... , An E 
Core(r). We can therefore extend 0 as follows. If A E G and j.t E r, choose AI, ... , An E 
Core(f) such that Ir(At, ... , An) = A, and let 

A OJ.t = rl(All ... ,An1j.t) and j.t 0 A = lr(j.t,All ... ,An). 

Then, by the remark in §2.6 again, A 0 j.t and j.t 0 A are well defined, G is a group 
(isomorphic to Go) with respect to the restriction of 0 to GxG, and (AOj.t)OV = AO(j.tOV) 
whenever A, j.t, v E r and at least two of A, j.t, v belong to G. 

We may regard ° as a map from n = (G x f) U (f x G) to r. 

2.8 The triple (r, G, 0) 

The triple (r,G,o) is the 'algebraic structure' promised in §2.4. If lSI = 2 and IFI is 
odd then Irl 10, G = {.6.} is the trivial group and ° is given by A 0 .6. = A = .6. ° A 
for all A E r. At the other extreme, if lSI = IFI then C(S) =AG(3,F), G = f = r 
and ° is the group operation in r, as defined in §2.2. 

In any case, G is always isomorphic to the subgroup Go of r, and 0 corresponds to 
the map obtained when the group operation of r, considered as a map from r x r 
to r, is restricted to no = (Go x ro) u (ro x Go). Note that Go ~ fo ~ r; and that, 
whereas Go is always a subgroup of r, ro need not be a subgroup of r. However, fo 
is closed under multiplication (on the left or right) by elements of Go. 

2.9 Dense cubes in AG(3, F) 

We know that G ~ Go :s:; r and (d. §2.2) that r ~ M. Let f = IFI. Then, provided 
f > 2, M is a Frobenius group of order (J - l)P with kernel K and complement H, 
where 

K = {M(a,b,c) E Mia = I} and H = {M(a,b,c) E Mlb = c= OJ. 

Moreover IHI f - 1 and IKI = p. 
By imposing suitable conditions on the size of G (in relation to the size of M) 

we can ensure that G is also a Frobenius group. The conditions we shall choose are 
designed in fact to ensure as well that it is possible to reconstruct the embedding of 
C(S) in its enveloping space AG(3, F) from a knowledge of just the triple (f, G, 0), 
the structure of C(S) as a geometric lattice and the structure of the point set S3 as 
a Cartesian product. That such a reconstruction is possible, when C(S) is 'dense' in 
AG(3, F), is a consequence of our main theorem (d. §6.16). 

We remark that the axiom B to be introduced in §5.1 derives its usefulness from 
the truth of the simple lemma stated and proved in §5.2. The hypotheses v :S:; 5u and 
uv =J. 18 of that lemma correspond to the requirements IGI ~ iP and IGI =J. 162 in the 
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definition below. (Note that 18 = 2 x 9 and 162 = 2 x 92
.) The further requirements 

1 > 3, IGI "I- 16,25 are suggested by the lemma to be proved in §2.10. 
In view of these considerations, we shall say that C(S) is dense in AG(3, F) if 

IGI ~ iP, 1 > 3 and IGI "I- 16,25,162. 

Note that AG(3, F) is dense in itself whenever IFI > 3. Our aim for the rest of this 
section is to obtain a reasonably detailed description of the algebraic structure (r, G, 0), 
and its relation to C(S), for the case where C(S) is dense in AG(3, F). This description 
will be the basis of our definition in §6.1 of an (abstract) 'perfect finite cube'. 

2.10 Lemma 

If X :S M, IXI ~ ~F, 1> 3 and IXI "I- 16,25 then X properly contains the 
Frobenius kernel K of M. 

Proof. We begin by observing that X is conjugate in M to a subgroup W = UV 
with U :S H, V :S K and IWI = IXI ~ ip. Since U < H and V < K would imply 
IWI = IUI·IVI :S ~(f - 1)j2 < ~P, either U = H or V = K. Actually we must have 
V = K. For suppose that U = H. Then IHI divides IVI - 1, since W is a Frobenius 
group with complement :a and kernel V. Moreover IVI divides j2, IHI = 1 - 1 and 
1 is a prime power. It follows that either IVI = 1 or IVI 12. But IVI = 1 is not 
possible, since IWI ~ iF and 1 > 3. Therefore IVI j2 and V = K. 

Since W = UV it follows that W 2 K. However X is conjugate to Wand K <l M. 
We conclude that X 2 K. Moreover IXI "I- K since IXI ~ iP, f > 3 and IXI "I- 16,25. 

2.11 The group Go when the cube is dense 

Assuming that C(S) is dense in AG(3, F), let X = the image of Go under the isomor
phism from r to M which sends the plane z = ax + by + c to M(a, b, c). Then X 
satisfies the hypotheses of the above lemma and so X ::> K. It follows that, for some 
fixed t] E F\{O, I}, 

X {M(a, b, c) E Mia = r/ for some integer r}. 

Naturally, Go consists of the corresponding set of planes in AG(3, F). 

2.12 The triple (r, G, 0) of a dense cube 

From the above description of Go we deduce (assuming still that C(S) is dense in 
AG(3, F)) that G is a Frobenius group, that the Frobenius complements in G are 
abelian (indeed cyclic) and that if f{ is the kernel of G then IGI ~ ~1]{13/2. We also 
deduce the following rather complicated but easily checked property (d. R8 in §4.1): 

If (A,fl),(A,V) ED, (u,v,u) E fl, (w,v,w) E v, fl n 6. ~ {(s,v,s)ls E S} 
and fl 0 a = v 0 A then (u, v, w) EA. 

Another easily checked consequence of our description of Go is that, if 1 is any line 
of C( S) contained in the plane 6. then there is at least one plane in G\ {6.} which 
contains l. 

Finally we remark that, since Go ~ r 0 ~ r and Go :9 r, if A E r and a E G then 
there is a unique plane A( a) in G such that A 0 a = A( a) 0 A. 
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3 Abstract Finite Cubes 

3.1 The points, lines and planes of C 

We assume from now on that S denotes a fixed set. As usual, 53 denotes the Cartesian 
product S x S x S. The structure of S3 as a Cartesian product will be very important. 
We assume that certain subsets of S3 have been designated as lines and that certain 
other subsets of S3 have been designated as planes. By a point we mean an element 
of S3. 

The triple consisting of S3, the set of all lines and the set of all planes will be 
denoted by C throughout. 

3.2 Definition 

We shall call the triple C, defined as in §3.1, a finite cube if it satisfies the nine 
conditions listed below. 

Cl S is a finite set and lSI 2:: 2. 

C2 Given any two points p and q, there is a unique line p V q which contains both p 
and q. 

C3 Given any three non-collinear points p,q and r, there is a unique plane p V q V r 
which contains all of p, q, r. 

C4 If a plane contains two points p and q then it also contains the line p V q. 

C5 Every line contains at least two points and every plane contains at least one set 
of three non-collinear points. 

C6 If A is a plane then each of the sets A' = {(u,v,w) E S31(w,v,u) E A} and 
A" = ((u,v,w) E S31(v,u,w) E A} is a plane. 

C7 If A is a plane and (a, b, c) E A and {(u, v, w)lu E S} ~ A for some v, wE S then 
{(u,b,c)lu E S} ~ A. 

C8 If a E S then {(a,v,w)lv,w E S} is a plane. 

C9 6. = {(u, v, w) E S31u = w} is a plane. 

It is easily checked that C(S), as defined in §2.3, is always a finite cube. In particular, 
taking S = F, AG(3, F) itself is a finite cube. 

From now on we assume that C is a finite cube. 

3.3 The lattice of fiats of C 

The finite cube C gives rise to a geometric lattice of rank 4, with flats: the empty set, 
the points, lines and planes of C, and the set S3 itself. Thus, for example, if 1 is a line 
and p is a point not on I then by C3-5 there is a unique plane I V P which contains 
both I and p. 

We shall sometimes find it convenient to denote the intersection an f3 of two flats 
a and f3 by a 1\ f3; 
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3.4 The x-planes and x-lines 

By C6,8 if a, b, c E S then each of the sets 

x(a) = {(u,v,w) E S31u = a}, 
y(b) = {(u,v,w) E S31v = b} and 
z(c) = {(u,v,w) E S31w = c} 

is a plane. We call these planes x-planes, y-planes and z-planes respectively. By Cl-4 
each of the sets y(b) n z(c), z(c) nx(a), x(a) ny(b) is a line. We call these lines x-lines, 
y-lines and z-lines respectively. 

By C6,7 every plane which contains an x-line, a y-line or a z-line is a union of 
x-lines, y-lines or z-lines (respectively); that is, if ). is such a plane and p E ,\ then ,\ 
contains the unique x-line, y-line or z-line (respectively) which passes through p. 

3.5 The line d 

The set 6." = {(u,v,w) E S31v = w} is a plane, by C6,9. It follows that the 'diagonal' 
of S3, that is 

d = 6. n 6." = {(u,v,w) E S31u = v = w}, 

is a line. 

3.6 Ordinary planes, ordinary lines and the sets Kax, Hax 

We call a line I an ordinary line if it is neither an x-line nor a z-line; and we call a plane 
). an ordinary plane if it contains no x-lines and no z-lines, i.e. if every line contained 
in ,\ is an ordinary line. We write: 

r = the set of all ordinary planes, and 
L = the set of all ordinary lines. 

Note that 6. E r. The points and lines contained in 6. are also of special interest, and 
we will see later (d. §§4.7-4.9) that those lines contained in 6. of the form y(b) n 6. play 
a different role from the rest. As we shall frequently be thinking of the lines contained in 
6. as 'axes' for the pencils of planes containing them, let us use the following notation: 

L(6.) = {I E Lit c 6.}, 
K ax = {k E L(6.)lk := y(b) for some bE S}, and 
Hax:= {h E L(6.)lh ¢ Kax}. 

Note that if p := (a, b, a) E 6., then exactly one of the lines of L(6.) passing through p 
belongs to K ax, namely the line y(b) n 6.; the rest, including the line x(a) n 6., belong 
to Hax. Note also that dE Hax. 

3.7 Proposition 

Every point of C lies on at least two ordinary lines, and if lSI> 2 then every 
line of C is contained in at least two ordinary planes. 

Proof. If p (a,b,c) E S3 then, since lSI 2': 2, there is a point q:= (u,v,w) E S3 with 
u =f:. a, v =f:. b, w =f:. c. The y-line through p, and the line p V q, both belong to L. It is 
not difficult to see that if lSI> 2 then every line is contained in at least four planes, 
of which (by C6,7) at most two are non-ordinary. 
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3.8 The reconstruction of C from Sand r 
If lSI> 2 then the ordinary lines of C are just the intersections of pairs of planes in r 
which have more than one common point, and the x-lines and z-lines are determined 
by S3 alone. Using C6-8 we see that the non-ordinary planes are determined once all 
the lines are known. 

If lSI = 2 we do not even need to know r to determine the lines, and so C is still 
determined once Sand f are known. 

3.9 The maps A,. associated with C 

With each plane A in f we may (cf. §2.6) associate a map A .. : D(A) ----t R(A), where 

D(A) = {(u,v,u) E ~I(u,v,w) E A for some wE S}, 
R(A) = ((w,v,w) E ~I(u,v,w) E A for some u E S}, 

and A. (u, v, u) = (w, v, w) {:} (u, v, w) E A. The assumption that A contains no x-line 
and no z-line guarantees that A,. is well defined and bijective. 

4 Rigid Cubes 

4.1 Definition 

We say the finite cube C is rigid if there exists a subset G of f and a map 

o : n = (f x G) U (G x f) ---4 f 

satisfying the eight conditions listed below. Here f denotes as usual the set of all 
ordinary planes (cf. §3.6); and we write A 0 f-l instead of o(,\, f-l) when the latter is 
defined, i.e. (A, f-l) E n. 
Rl 6. E G, and c/ E G whenever a E G. 

R2 If I E L(6.) then there are at least two planes in G which contain I. 

R3 The restriction of 0 to the subset G x G of n is a group operation on G. 

R4 If A E f\G and 0, /3 E G then A 0 0 = A 0 /3 =? 0 = /3, a 0 A /3 0 A =? a = /3, 
A 0 (00/3) = (,\ 0 0) 0/3, (00/3) 0 A 00 (/3 0 A) and (00 A) 0/3 = a 0 (A 0 /3). 

R5 If /\ E f\G and a E G then there is a unique element A(O) of G such that 
AOO=A(O)OA, 

R6 If (,\, f-l) En and A*f-l*(U, v, u) = (w, v, w) then (u, v, w) E A 0 f-l. 

R7 If A E f\G,o E G and A,.O,.A,.-l(U,V,U) = (w,v,w) then (u,v,w) E A(a). 

R8 If (A, f-l), (A, v) En, (u, v, u) E f-l, ( w, v, w) E v, f-l n ~ I. y ( v) n ~ and A 0 f-l = v 0 A 
then (u,v,w) EA. 

It can be checked that if C(S) is dense in AG(3, F) then it is rigid according to this 
definition. Also AG(3, F) itself is a rigid cube whenever IFI 2: 3. 

We assume from now on that C is a rigid cube, and we shall write Af-l instead of 
A 0 f-l when (A, f-l) E n and use standard group theoretic notation and terminology when 
discussing the group G guaranteed by R3. The identity element of G is the plane 6. 
(indeed A6. = A = ~A for all A E r). The inverse a-l of any element 0 of G is the 
plane 0' = {(a,b,c) E S31(c,b,a) EO}. 



4.2 The map <I> : r ---? Aut( G) 

If a E G we shall mean by ~(a) either the conjugate AaA -1 of a in G if A E G or else, 
if A E r\ G, the element A( a) of G described in R5. Note that in either case 

Aa = ~(a)A. 

It is easily checked, using the axioms above, that (for all A E r) the resulting map 
~ : G ---? G is an automorphism of the group G. Thus we have a map 

<I> : r Aut( G) given by <I> ( A) = t 
It also follows readily from our axioms that <I>(>'JL) = <I>(>.)<I>(JL) whenever (A, JL) E n. 

4.3 Special subsets of r 
If w :;;;; r, p is a point and I is a line then we may consider the following subsets of r: 

w* = w\{~}, w(p) = P E WIA 3 p} and w(l) = {A E WIA :) I}. 

Of special interest are the sets G(p) and r(p), especially when p E and the sets 
G(l) and r(l), especially when I C ~, i.e. I E L(~). It is easily checked, using R6 in 
particular, that if p E ~ then G(p) is a subgroup of G and also that if 1 E L(~) then 
G(l) < G. Also, by R2, IG(l)1 ~ 2 whenever I E L(~). If pEl and I E L(6.) then 

1 < G(l) < G(p) < G. 

4.4 Proposition 

If u, v, w E S, P = (u, v, u), q = (w, v, w), A E r and a E G then : 

(i) ~(G(p))=G(q)¢}(u,V,W)EA, and 
(ii) ar(p)a- 1 = r(q) ¢} (u,v,w) E a. 

Proof. Suppose first that (u,v,w) E A. Let f3 E G*(p), , E G*(q) and JL = A-I = A'. 
Then 

A .. !3*A*-l(W,V,W) = A*f3*(U,v,u) = A*(U,V,u) (w,v,w), 

and so ~(f3) E G(q) by R5,6,7. Similarly {th) E G(p). Thus ~(G(p)) ~ G(q) and 
ft(G(q)) :;;;; G(p), whence ~(G(p)) = G(q). Conversely, suppose ~(G(p)) = G(q). 
Choose f3 E G*(x(u)n~) and let, = ~(f3). Then Af3 = ,A and so, by (u, v, w) E A. 

A parallel argument establishes the condition for (u, v, w) to belong to a. 

4.5 Proposition 

The map <I> : r ---? Aut( G) is injective. 

Proof. Suppose A,JL E rand <I>(A) = <I> (JL). Let (u,v,w) E A, P = (u,v,u) and 
q = (w,v,w). Then ~(G(p)) = G(q) by §4.4 and therefore {t(G(p)) G(q). It follows, 
using §4.4 again, that (u, v, w) E JL. We have shown that A :;;;; JL. Similarly JL ~ A. 
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4.6 Proposition 

If hE Hax then r(h) = {A E flAG(h) = G(h)A}. 

Proof. If A E f(h) then ~(G(p)) = G(p) for all p E h by §4.4, and so ~(G(h)) = G(h). 
Conversely, if A E f and ~(G(h)) = G(h), choose a E G*(h) and let (3 = ~(a); then 
(3 E G(h) and Aa (3A, and so (by RS) A ::) h which means that A E r(h). 

4.7 Proposition 

The group G is a Frobenius group, and if h E H ax then G( h) is a Frobenius 
complement in G. 

Proof. Since h E L(6), 1 < G(h) < G. Moreover using R8 we see that NG(G(h)) = 
G(h); and that if a E G then aG(h)a-1 n G(h) #- 1 implies that aG(h)a-1 = G(h). 
So G(h) is a Frobenius complement in G. 

4.8 The Frobenius kernel K and the planes T(h, hi) 

We denote the Frobenius kernel of G by K. By §4.7, if h E Hax then K n G(h) = 1 
and KG(h) = G. Also, by the standard results on Frobenius groups (cf. Huppert 
[1], pp. 495-508), K is a nilpotent characteristic subgroup of G and J{ acts faithfully, 
via conjugation, as a sharply transitive permutation group on the set of all Frobenius 
complements of G. If h, h' E Hax then there is a unique element T(h, hi) of J{ such 
that 

f(h,h')(G(h)) = G(h'). 

Note that if T T(h, h') then, by §4.6, Tf(h)T-l = f(h'). 

4.9 Proposition 

If k E K ax then G( k) is a subgroup of J{. 

Proof. Now k y(a) n 6 for some a E S. Let h x(a) n 6. We show first that G(k) 
is f(h)-invariant. Let A E f*(h) and (/ E G(k), and choose (u,v,w) E A\6. Then 
(u, a, w) E A since A contains the y-line h. Also w #- a since A is an ordinary plane; 
and so (a,a,a) V (w,a,w) = k. Moreover A*(/",A*-l(a,a,a) = (a,a,a) and 

a,u) = A*(u,a,u) (w,a,w). 

It follows by R5,6,7 that ~((/) E G(k). So G(k) is r(h)-invariant. Now G(h) is a 
complement in G and K is the kernel. Also G(h) n G(k) 1 and G(k) is G(h)
invariant. Thus G(k) ~ K. 

5 Balanced Rigid Cubes 

5.1 Definition 

We say that the rigid cube C is balanced if it satisfies the extra condition: 

B If p E d then IG(p) n KI ~ 5IG(d)1 and IG(p) n KI.IG(d)1 #- 18. 
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Here K denotes as usual the kernel of G (d. §4.8) and d denotes the 'diagonal' of C (d. 
§3.5). It can be checked that C(S) is balanced whenever C(S) is dense in AG(3, F). 
Moreover AG(3, F) itself is a balanced rigid cube whenever IFI2:: 3. 

From now on we assume that C is a balanced rigid cube. 

5.2 Lemma 

If u, V, v' are integers, u 2:: 2, v 2:: v' 2:: 2, ulv - 1, ulv' - 1, v/lv and v ~ 5u 
but uv =1= 18, then v' = v. 

Proof. There exist positive integers 8 and t such that Vi = 8U + 1 and v = v't = 
(su + l)t. Now ult -1 since ulv - v' = (su + l)(t -1), and therefore t = wu+ 1 for some 
non-negative integer w. Assume that t =1= 1. Then W 2:: 1 and so 8 + w 2:: 2. However 
(sw)u + (8 + w) < 5 since 5u 2:: v = [(8W)U + (8 + w)]u + 1. It follows that u = 2 and 
s = W = 1, and therefore uv = u(su + l)(wu + 1) = 18, contradicting uv #- 18. 

5.3 Proposition 

If k E K ax and p = k /\ d then : 

(i) G(k)G(d) = G(p), 
(ii) G( k) is r( d)-invariant, and 
(iii) G(k) has no G(d)-invariant subgroups other than {~} and G(k). 

Proof. Let k = yea) n ~ and h = x(a) n~. Now G(p) is a Frobenius group, since 
G(h) < G(p) < G and G(h) is a Frobenius complement in G; and G(k) ~ G(p) n K 
by §4.9. Moreover (by the proof in §4.9) G(k) is G(h)-invariant. Applying the Lemma 
(with u = IG(h)1 = IG(d)l,v = IG(p) n KI and v' = IG(k)!) and axiom B, we deduce 
that G(k) = G(p) n K. 

It follows that G(p) = G(k)G(d). But G(p) is clearly r(d)-invariant (by R5-7), 
and so its kernel G(k) is also r(d)-invariant. Applying the Lemma and axiom B again, 
with v = IG(k)1 = IG(p) n KI, we establish (iii). 

5.4 Proposition 

If k E Kax then G(k) = r(k). 

Proof. Suppose A E f.*(k), and choose (u,v,w) E A\~. Let p = k/\d, h = pV(u,v,u) 
and hi = p V (w, v, w). Then h, h' E H ax, and ~(G(h)) = G(h') by §4.4. Now G(p) is a 
Frobenius group, with kernel G(k); and G(h) and G(h') are both complements in G(p). 
So r(h, h') E G(k). However (u, v, w) E r(h, h') by R8. Therefore A = k V (u, v, w) = 
T(h, h') E G(k). 

5.5 Proposition 

If k E Kax then G(k) is an elementary abelian group. , 

Proof. Consider the derived group J = [G(k), G(k)] of G(k). Observe that J =1= G(k) 
since G(k), being a Frobenius kernel, is nilpotent; and that J is G(d)-invariant, since it 
is a characteristic subgroup of G( k) and G( k) is G( d)-invariant. It follows by §5.3 that 
J = 1. Now let p be any prime divisor of IG(k)l. Then P = {a E G(k)laP = ~} is a 
subgroup of G(k), since G(k) is abelian. We deduce, using §5.3 again, that P = G(k). 
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5.6 Proposition 

If k,k' E Kax then G(k')G(k) is an abelian group. 

Proof. We may suppose k =I- k'. Let k = y(a) n~, k' = y(b) n~, choose u E S\{b}, 
let 0' = k V (u, b, b) and let p = (b, b, b). Then 0' E G*(k) by §5.4. If p E G(k') then 

O'*p*O'*-I(b,b,b) = O'*p*(u,b,u) = O'*(u,b,u) = (b,b,b) 

and therefore, by R6, O'pO'-l E G(p). We have shown that a(G(k')) ~ G(p)nK = G(k') 
for some 0' E G*(k). Now let J = G(k) n NG(G(k')). Then J =I- 1 and J is a G(d)
invariant subgroup of G(k); and so, by §5.3, J = G(k), i.e. G(k) ~ NG(G(k')). 
Similarly G(k') ~ NG(G(k)). Since G(k) and G(k') are both abelian groups, it follows 
that G(k')G(k) is an abelian group. 

5.7 Proposition 

If k, k', k" E K ax and k, k', k" are distinct, then G(k") C G(k')G(k). 

Proof. Let k y(a)n~, k' = y(b)n~, k" = y(c)n~, p = kV(a,c,b), 0' = k'V(b,c,a) 
and p = (b, c, b). Then p E G*(k), 0' E G*(k') and p*O'*(b, c, b) = p*(a, c, a) = (b, c, b), 
so that pO' E G(p) n K = G(k"). Moreover pO' =I- ~ since G(k) n G(k') = 1. Let 
J = G(k")nG(k')G(k). Then J =I- 1 and therefore, since J is G(d)-invariant, J = G(k") 
by §5.3. 

5.8 Proposition 

If k,k' E Kax and k #- k' then K = G(k')G(k). 

Proof. Let 0' E K and choose (u, v, w), (u', v', WI) E 0' with v #- v'. Let p = (u, v, u), 
q = (w,v,w), p' = (ul,v',u'), q' = (w',vl,w'), hI = p V pi, h2 = p' V q, h3 = q V q', 
kl = y(v)n~ and k2 = y(vl)n~. Then hl,h2,h3 E Hax, a(G(hl )) = G(h3)' 
G(p') = G(k2)G(hl) = G(k2)G(h2) and G(q) = G(kl)G(h2) = G(kt)G(h3)' It follows 
that 0' r(hl, h3), that r(hl' h2) E G(k2) and that r(h2' h3) E G(k1 ); and therefore 0' = 
r(h2' h3)r(hl, h2) E G(kdG(k2)' Using §5.6 and §5.7 we conclude that 0' E G(k')G(k). 

Remark. We have now completely determined the structure (as a group) of the 
Frobenius kernel K of G. It is an elementary abelian group. Moreover, for all k E K ax, 
G(k) is a subgroup of K and IG(k)12 = IKI. 

5.9 Proposition 

f = Kf(d). 

Proof. Let A E f, choose (u,v,w) E A and let p (u,v,u). Also choose bE S\{v} 
and let p (y(b) n 6) V (w, v, u). Then p E K by §4.9 and §5.4; and fl = PA E f(p), 
since P*A*(U,V,u) = (u,v,u). Now choose (u',v',w') E fl\Y(V), let p' = (u',v',u') and 
let 0' = (y(v) n 6) V (Wi, v', u'). Then 0' E K and v = O'fl E f(p) n f(pl) = r(h), where 
h = p V pi E Hax. Let r = r(h,d). Then rf(h) f(d)r (cf. §4.8). It follows that 
rv = wr for some w E f(d), and so ,\ = p-lO'-lV p-lO'-lr-1wr E Kf(d)/{. We 
conclude that f = Kf( d)K. 

Since f( d) acts on G via the map <I> of §4.2, and K is a characteristic subgroup of 
G, f(d)K = Kf(d). Thus f = Kf(d)K = KKf(d) Kf(d). 
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5.10 Proposition 

If k E Kax and p,p' E G*(k) then p' = ~(p) for some .,\ E r(d). 

Proof. Let k y(a) n .6., h = x(a) n .6. and p (a, a, a). Then T = r(h, d) E G*(k). 
It suffices to show that if (J' E G*(k) then ~(O') = T for some .,\ E f(d). 

Let er E G*(k) and (u,v,w) E er\.6.. Then u =J=. wand v =J=. a. Let hI (u,v,u)Vp 
and h2 (w,v,w) V p. Then hl,h2 E Hax and (by §4.4) (j(G(hl)) = G(h2); and 
f( G(h)) G( d), as T = y(a) V (a, v, v). Consider the plane J-l P V (u, v, a) V (w, v, v). 
It can be checked that J-l f and that (t(G(hl)) = G(h) and j),(G(h2)) = G(d). Nower 
is the unique element of J{ which maps G(hl) to G(h2), and T is the unique element 
of K which maps G(h) to G(d) (via conjugation). Also jt E Aut(G) and jt(K) = K. 
So jt( er) = T and therefore, by §5.9, ~(O') T for some .,\ E f( d). 

6 Perfect Finite Cubes 

6.1 Definition 

We shall call the balanced rigid cube C a perfect finite cube if it satisfies the extra 
condition 

P If A E f(d) and a E G(d) then "\a = aA. 

It has already been remarked (d. §5.1) that if C(S) is dense in AG(3, F) then it is a 
balanced rigid cube, and it is easily checked (d. §2.11) that C(S) also satisfies our new 
condition. So every dense cube is perfect. Moreover, AG(3, F) itself is a perfect finite 
cube whenever IFI ?: 3. 

Throughout this final section we assume that C is a perfect finite cube. Note that, 
since every abelian Frobenius complement is cyclic (d. [1], p. 499), axiom P implies 
that G( d) is a cyclic group. It also implies that if .,\ E f( d) then ~(a) = a for all 
a E f(d). 

6.2 The choice of k, k' and kif 

Let us arbitrarily choose three distinct elements k, k', k" of Kax. We regard k, k', and 
k" as fixed henceforth. Now k = y(t) n D. and k' = y(t') n D. for some t, t' E S. We 
also regard t and if as fixed from now on, and write: 

h = x(t) n D., h' = x(t') n po = T(d, h) and ero = T(d, h'). 

For any s E S, let h(s) = x(s) n.6. and k(s) = y(s) n D.. Note that h = h(t), h' = h(t'), 
k k(t) and k' k(t'). 

6.3 Proposition 

Themap~: f(d) -r Aut(G(k))givenby~("\) the restriction of ~ to G(k) 
is injective. 

Proof. We begin by noting that there is a unique map {) : G( k') -r G( k) such that 

(i) 79(0') = p {:} erp E G(k"). 



Moreover '!9 is an isomorphism. Furthermore, since each of G( k), G( k') and G( k") is 
r( d)-invariant, 

(ii) '!9(~(0")) = ~('!9(0")) for all ). E r(d) and 0" E G(k'); 

Suppose now that ).,J.L E r(d) and that ~(O") = fi(0") for all 0" E G(k'). Then 

~(O"''!9(O")a) = ~(O"')'!9(~(O"))~(a) = fi(O"''!9(O")a) 

for all 0",0"' E G(k') and a E G(d), by (ii) and axiom P. Since G = I<G(d) 
G(k')G(k)G(d) it follows that <J.>()') = <J.>(J.L), whence (by §4.5) ). = J.L. 

6.4 Proposition 

Each element of f may be uniquely represented in the form O"pA, where 
0" E G(k'), p E G(k) and), E f(d). 

Proof. Suppose a,j3 E I<, ).,J.L E f(d) and a). = j3J.L. Then cp(A) = <p(J.L) since I< is 
abelian and G(k) c I<; and so (by §6.3) ). = J.L. It follows that a = 13. Now apply §5.8 
and §5.9. 

6.5 The field F and the maps c, € and e 

From now on, let u = IG(d)1 and v = IG(k)1 = IG(k')1 = IG(k")I. Note that II<I = v2
• 

Also, since G(k) is elementary abelian (indeed I< itself is elementary abelian), v = pr 
for some prime p and positive integer r. So there exists a finite field (unique to within 
isomorphism) of order v. Let us choose such a field F = (F, +, x). 

Since the group (F,+) is elementary abelian and I(F,+)I = v = IG(k)l, we may 
also choose an isomorphism 

c: G(k) ~ (F, +). 

We will adjust the choice of c in §6.11. Note that c; induces an isomorphism 

e: Aut(G(k)) ~ Aut(F,+) given by €(g) = c;gc;-I. 

Another map we will have occasion to use is the map e : Aut(F, +) --4 F given by 
e(O") = 0"(1). Recall also the maps <p : r(d) ~ Aut(G(k)) and '!9 : G(k') ~ G(k) 
introduced in §6.3. We have: 

G(k') ..!!-. G(k) ~ (F, +) 

and 
<p e e 

f(d) ~ Aut(G(k)) ~ Aut(F,+) ~ F. 

6.6 The subsets H, H', L; and L;' of A = Aut(G(k)) 

The group Aut(F, +) has a cyclic (Singer) subgroup L;F consisting of the v-I maps 
O"a : F ---t F given by O"a(b) = a x b. Since ulv - 1, L;F has a unique subgroup of order 
u which we denote by HF . Now consider the subsets 

H = (€)-l(HFL H' = <p(G(d)), L; = (e)-l(L;F) and L;' = <p(r(d)) 

of the group A = Aut(G(k)). Observe that H :::; L; :::; A, H' ~ L;' ~ A and H' :::; A; 
and that Hand H' are both cyclic groups of order u, since H ~ HF and H' ~ G(d). 
(Recall that <p is injective by §6.3; and that G(d) is cyclic, as was remarked in §6.1.) 
Furthermore L;' ~ CA(H'), by axiom P. 
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6.7 Assumed result 

If <7 E l': and either r = 1, or r > 1 and the order of <7 does not divide pi -1, 
for all j E {I, ... , r - I}, then CA (<7) = l':. 

Proof. See Huppert [11, p. 187. 

6.S Assumed result 

If r > 1, pT =1= 64 and either r =1= 2 or else p + 1 is not a power of 2 then 
pT _ 1 has a prime divisor q such that q Ipi - 1 for all j E {I, ... , r - I}. 

Proof. See Huppert and Blackburn [2}, p. 508. This result is due to Zsigmondy [5J. 

6.9 Proposition 

H and H' are conjugate in A. 

Proof. Let x = (v -I)/u and note that x E {I, ... ,4} by axiom B. 

Case 1: v ¢ {9,25,49,64}. The assertion is trivial when r = 1, since then A is cyclic 
and therefore H = H'; so assume r > 1. Suppose r = 2 and p = 2b -1. Then b ~ 4 since 
v ¢ {I, 9, 49}. Also p-I = 2(2b- 1 -l), p2 -1 = 2b+l(2b- 1 _l), IAI = (p2-I)p(p-I) and 
the Sylow 2-subgroups of A have order 2b+2. Since u = (p2 - 1) / x and x E {I, ... ,4}, 
H' possesses an element of order 8. The square of this elemen t has order 4, and is 
conjugate to an element <7 of l': (by the Sylow theorems). By §6.7, CA (<7) = l': since 
4 Ip - 1. It follows that H and H' are conjugate in A. 

Now suppose that either r > 2 or else p + 1 is not a power of 2. Then pT - 1 has a 
prime divisor q such that q lpi - 1 for all j E {I, ... , r -I}, by §6.8. Note that q =1= 2 
since r > 1. Also, if 3 is the only possible value for q then r = 2 (since 31p2 - 1) and, 
since p2 - 1 = (p -1)(p+ 1) and gcd(p -1, p + 1) = 2, the only prime divisors of p2_1 
are 2 and 3. It follows, since u = (pT - 1) / x and x E {I, ... , 4}, that H' possesses an 
element of order q, unless r = 2, p2 - 1 = 3 X 2b, 3 ;ip - 1 and x = 3, in which case 
it is easily shown that v E {4, 25}. But v =1= 25 by hypothesis, and if v = 4 and x = 3 
then u = 1, which is impossible by R2. Therefore H' has an element of order q, and 
this element is conjugate to an element <7 of ~ (since L; contains a Sylow subgroup of 
A). Moreover CA (<7) = E by §6.7. So H and H' are conjugate in A. 

Case 2: v E {9,25,49,64}. If u = v-I then the split extensions G(k)H and 
G( k )H' are isomorphic groups (by a well known theorem of Zassenhaus[4] on sharply 2-
transitive permutation groups) and therefore H and H' are conjugate in A = Aut( G( k)). 

If (u,v) E {(6,25), (12,25), (16,49), (24,49)} then the Sylow argument used above 
still works. Recall that uv =1= 18 by axiom B. We need therefore only consider (u, v) E 
{(4, 9), (8,25), (12, 49), (21, 64)}. Here we can use standard linear algebra, in particular 
the Rational Decomposition Theorem, to deal with each case separately. Suppose for 
example that (u, v) = (21,64). Over a field of order 2 the polynomial X 21 -1 factorizes 
as 

(x+ 1)( x 2 +x+ 1)( X3+X2 + 1)( x3+x+ 1)( X6+X5 +X4+X2+ 1)( x 6 +X4+X2 +x+ 1). 

It follows that the minimum polynomial for a generator of H' is either X6+X5+X4+X2+1 
or x6 + X4 + x 2 + X + 1. Now x6 + X4 + x2 + X + 1 = X6(X-6 + x-5 + x-4 + x-2 + 1). So 
in either case H and H' are conjugate in A. 
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6.10 Proposition 

~ = CA(H) and E' = CA(H'). 

Proof. If r > 1 then u lpi - 1 for all j E {I, ... , r - I}, since (pr - 1)/u E {I, ... , 4} 
and uv i= 18. It follows by §6.7 that CA(H) =~. Now I~'I = Ir(d)1 ~ v-I by §5.10 
and §6.3. Also E' ~ CA(H') and H' is conjugate to H. So E' = CA(H'). 

6.11 The map j 

By §6.9 and §6.10, we may assume that the isomorphism c: G(k) --t (F,+) is chosen 
in such a way that 

e( <p(r( d)) = e(E') = EF . 

Recall from §6.4 that each element of r may be uniquely represented in the form O'PA, 
where 0' E G(k'), p E G(k) and A E r(d). Recall also the definition of the group M 
given in §2.2. Let us consider the map j : r ---+ M given by the rule 

j(O'PA) = M(a, 1 - a + bob - C{)c, C{)c), 

where a = ee<p(A), b = c(p), c = c'!9(<I) , the constant bo is determined by the re
quirement that j(po) = M(I, -1,0) and the constant C{) by the requirement that 
j(<lo) = M(I, -1, 1). 

6.12 Proposition 

The map j : r --t M is a bijection, and j(J-lll) = j(J-l)j(lI) for all (J.L, 11) En. 
Proof. Recall that e, e and '!9 are all isomorphisms, that <p is injective and that 
e(<p(r(d))) = ~F' Moreover Irl = (v - l)v 2 = IMI. SO j is clearly bijective. Suppose 
J-l = <II PI Al and 11 = 0'2P2 A2. Then J.L1I O'lPI'\1 (<12 )AIP2 A2 = <lIPl'\1 (0'2),\1 (P2)Al A2 = 
(<11,\1 (<12) )(pI~1 (P2) )(A1A2). Straightforward calculations, using the definition of j, the 
property §6.3(ii) and the multiplication rule for M, now show that j(J.Lv) = j(J-l)j(lI). 

6.13 The map i and the set 8 

We observe that j(r(d)) {M(a,1 - a,O)la E F*}, j(r(h)) = j(por(d))pO-l) 
{M(a,O,O)la E F"} and j(r(h')) = j(O'or(d)<lo-l) = {M(a,O, 1- a)la E F*}, where 
F* = F\{O}. 

Now let s E S and choose l' E G*(k(s)). Then j(1') = M(I, b, c) for some b, c E S. 
By §5.10, j(G*(k(s))) = j{~(1')IA E r(d)} = {M(l,ab,ac)la E F*}. Observe that 
b =f 0, since otherwise 1'( h, h') 0'0 po -1 E G( k( s)), which is not the case by §4.4. It 
follows that there is a unique element i (s) of F such that 

M ( 1, -1, i ( s )) E j ( G* ( k ( s ) ) ). 

This condition defines an injective map i : S ---+ F, and this map determines a subset 
8 of F, given by 

8 = i(S). 

The set 8 in turn determines a finite cube C(8) in AG(3, F). Our aim is to show that 
C is isomorphic, as a geometric lattice, to the cube C(8). 
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6.14 The incidence condition in terms of i and j 

From the definition of the map i we deduce that 

j(G(k(s))) = {M(l, -b, bi(s))lb E e(HF)} for all s E 5. 

Suppose now that s E 5\{t,t'}, and let ,\ = h V (t',t',s). Then'\ E r(h) and so 
j('\) = M(a,O,O) for some a E F*. Moreover \(G(h')) G(h(s)), since ,\ contains 
the y-line through (t',t',s), by C6,7. It follows that j(G(h(s))) = j(~(G(hf))) = 
{M(a,O,O)M(b,O,l b)M(lja,O,O)lb E e(HF)} = {M(b,O,a - ab)lb E e(HF)}' Also 
j(T(d,h(s)) M(l,-l,a), since j(G(h(s))) = M(l,-l,a)j(G(d))M(l,l,-a); and 
T(d, h(s)) E G(k(s)). We conclude that a = i(s) and 

j(G(h(s))) {M(b, 0, (1 - b)i(s))lb E e(HF)}' 

Note that this is actually true for all s E 5. 
Having determined j(G(k(s))) and j(G(h(s))) for all s E 5, it is now routine to 

check that if (u,v,w) E 5 3 ,'\ E f and j(,\) M(a,b,c) then 

(u, v, w) E ,\ {:? i(w) ai(u) + bi(v) + c 

using the fact that if p= (u,v,u) then G(p) = G(k(v))G(h(u)) and the fact that if 
p (u,v,u) and q = (w,v,w) then (u,v,w) E'\ {:? ~(G(p)) = \(G(q)) (cf. §4.4 and 
§5.3). 

6.15 The maps i and j 

Let us, to avoid confusion, now denote the set of all ordinary planes of C by f( C), and 
the set of all ordinary planes of C(S) by f(C(S)). We define the map z : S3 ---t S3 by 
the rule 

i(u,v,w) (i(u),i(v),i(w)) for all (u,v,w) E 53 

and the map j: fCC) ---t f(C(S)) by the rule 

j('\) = {(x, y, z) E S31z = ax + by + c} {:? j('\) = M(a, b, c). 

The calculations in §§6.12-6.14 show that z and j are bijections, and that 

(u,v,w) E'\ {:? i(u,v,w) E j('\) whenever (u,v,w) E 53 and'\ E fCC). 

Also, by §6.12, If(C)1 = IMI = (v 1)v2 • We may summarize our results in the 
following theorem. 

6.16 THEOREM 

5uppose that C is a perfect finite cube with point set 53. Then there exists a finite 
field F, a subset S of F, a bijection i : 53 ---t S3 (induced by a map i : S ---t S) and 
a bijection j : r(C) ---t f(C(S)), such that if (u, v, w) E 53 and'\ E fCC) then 

(u,v,w) E'\ {:? i(u,v,w) E j('\). 

Moreover, If(C)1 = If(C(S)1 = (f -1)j2, where f = IFI· 

Proof. See the remarks in §6.15. 
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