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Abstract 
The Steiner distance dc(S) of a subset S of nodes of a connected graph 
G is the minimum number of edges in a connected subgraph of G that 
contains S. We consider the behaviour of the expected value ILk (n) of 
dT(S) and the probability Pk(n, m) that dT(S) rn lover all subsets 
S of k nodes of trees T of order n from certain families of trees. 

1. Introduction 

The Steiner distance dc(S) of a subset S of nodes of a connected graph G is the 
minimum number of edges in a connected subgraph of G that contains S. For k :2: 2, 
the total Steiner k-distance Dk(G) of a connected graph G is the sum of dc(S) over 
all subsets S of k nodes of G. The total Steiner 2-distance of a graph, also known 
as the Wiener Index or the total distance of a graph, has been rather extensively 
studied (see, e.g., the references in [2] or [3]). The average Steiner k-distance /1k(G) 
of a connected graph G of order n is given by /1k(G) Dk(G)/G). 

Dankelmann, Oellerman, and Swart [2] showed that if G is a connected graph 
of order nand 2 S k S n, then 

k - 1 SILk (G) S (n + 1) ( k 1) / (k + 1) 

with equality on the left if and only if G is (n - k + 1 )-connected or n = k and 
equality on the right if and only if G is a path or n k. They also showed that if 
T is a tree of order nand 2 S k S n, then 

k(n - l)/n S /1k(T) S (n + l)(k l)/(k + 1) 
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with equality on the left if and only if T is a star or n = k and equality on the 
right if and only if T is a path or n = k. 

Our main objects here are to consider (a) the expected value I1k(n) of dT(S) 
and (b) the probability Pk(n, m) that dT(S) = m - lover all subsets S of k nodes 
of trees T of order n in certain families of trees. In §2 we describe the families we 
shall be considering, the simply generated families, and we state some technical 
results we shall need later. In §3 we derive a formula for 11k (n) that we use in §4 
to determine the asymptotic behaviour of 11k (n) for 2 ~ k ~ n. 

Then in §5 we derive, in effect, an expression for the generating function for 
the probabilities Pk(n, m). We use this expression in §6 to determine the limiting 
behaviour of Pk(n, m) for fixed k as n --t (X) , assuming that m = O(n2/3 ); we 
also use it to determine the behaviour of the second moment of dT(S) for fixed k. 
We illustrate some of these results for three particular families in §7; we conclude 
with an example that shows that the behaviour of 11k (n) for non-simply generated 
families can be quite different from its behaviour for simply generated families. 

2. Preliminaries 

We recall that ordered trees are (finite) rooted trees with an ordering specified 
for the branches incident with each node as one proceeds away from the root (see 
[6; p. 306]). Given a sequence r = {CPo, CPl, ... } of non-negative numbers, with 
cpo = 1, we define F = Fr to be the set of weighted ordered trees such that each 
ordered tree T is assigned the weight 

w(T) = II cp~i(T), 

where Ni (T) denotes the number of nodes of T of out-degree i (i.e. incident with i 
edges leading away from the root). We call such a family a simply generated family 
of trees (see, e.g., [8] or [12]). 

Let Fn denote the subset of trees of Fr that have n nodes and let Yn = 2: w(T); 
TEFn 

we refer to Yn as the number of (weighted) trees in Fn. It is not difficult to see that 
the generating function Y = 2:~ Ynxn of the simply generated family F satisfies 
the relation 

(2.1 ) Y = x1>(Y), 

where <p(t) = 1 + 2:~ CPiti. Three familiar examples of simply generated families 
are the ordinary ordered trees for which 1>(t) = (1 - t)-l and Yn = (2::~ll)ln; the 

rooted labelled trees for which 1>(t) = et and Yn = nn-l In!; and the binary trees 

for which 1>(t) = 1 + t2 and Y2m-l = C:~l2) 1m and Y2m = o. 
We shall assume henceforth that F is some given simply generated family of 

trees. And when deriving general results of an asymptotic nature we shall assume 
that the function 1>(t) appearing in relation (2.1) is analytic in the disk It I < R ~ 00 
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and that 

'Pi ::::: 0 for i::::: 1 and 'Pi > 0 for some i::::: 1; 

gcd {i : i ::::: 1 and <pi > o} = 1; and 

T<ll'(T) = <ll(T) for some T, where 0 < T < R. 

It follows froIn these assumptions (cf. [8; p. 1000] or [12; p. 32]) that T is unique and 
that Y(x) is analytic in the disk Ixl :::;: P = T/<ll(T) except at x = p; furthermore, 
Y (x) has an expansion in the neighbourhood of p of the form 

(2.2) Y( x) = T b(p - X )1/2 - b2 (p - x) - ... , 

where b = <ll(T) (2/T<ll"(T)) 1/2. Hence, by Darboux's theorem (cf. [13, p. 150]), 

(2.3) 

( )
1/2 

as n --t 00, where c = <ll(T)j27r<ll"(T) . 
We shall also need the following results later. 

Lemma 1. Let F(t) and G(t) be functions that are analytic in the disk It I < Rl 
and whose power series have non-negative coefficients (not all zero); let 0 < T < R I . 

If m = O(n2
/

3
) as n --t 00, then 

[xn] : {G(Y(x)) (F(Y(x))'m) . xY' /Y} 

(2.4) 

x (1 + O(l/n) + O(m/n) + O(m3 /n 2
)), 

where A = T2 <1l"(T)/<ll(T) and B = TF'(T)/F(T). 

This can be proved by a straightforward extension of an argument based on the 
saddle-point method used to prove a related result in [10]; see also [4], [8; pp. 1002-
1004], and [9]. (Note that if m = 0 and G(Y) = Y, then relation (2.4) is equivalent 
to (2.3).) 

Lemma 2. Suppose that f E CI(O, 1) and that 

sup If'(t). to<(1- ttl = M < 00, 
O<t<1 

where 1 < a < 2. Then, for n = 2,3, ... , 

n-1 1 

In -1 . L f (j / n) - 1 f (t ) dt I :::;: H NInO< - 2 + If (1/2) I . n -1 , 

j=l 0 
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where H = H (a.) is independent of f. 

The proof of this lemma is based upon the Mean Value Theorem and the assumed 
estimate for f' (t), appropriately applied to subintervals oflength 1/ n of the interval 
(0,1); we shall omit the details. 

3. A formula for /Lk{n) 

Let JLk(n) denote the expected value of the Steiner distance dT(S) where the 
expectation is taken over all subsets 5 of k nodes of all trees T in Fn. The weights 
of the trees are taken into account (here and elsewhere), so that each tree T in Fn 
has probability w(T)/Yn, whence, 

I'k{n)Yn = G) -J L w(T). Dk(T). 
TE:Fn 

In this section we derive a formula for JL k ( n) in terms of the numbers Y1, Y2 , ... 
and U1,U2, ... , where Uj denotes the number of (weighted) trees T E Fj+1 with a 
distinguished terminal node (of out-degree zero); that is, Uo = 1 and 

Uj = L w(T)· No(T) 
TE:Fi+l 

for j 2:: 1, where (as before) No(T) denotes the number of nodes of out-degree zero 
in the tree T. 

Proposition 1. Let 2 ::; k ::; n; then 

where 

n-1 
(3.2) L UjYn-j = (n - l)Yn. 

j=l 

Proof of {3.2}. Suppose 1 ::; j ::; n -1 and consider one of the U j trees Tj+1 E Fj+1 
with root node r and distinguished terminal node v. If we identify the node v with 
the root node of one of the Yn-j trees Tn-j E :Fn-j, we obtain a tree Tn E Fn 
rooted at node r and with a distinguished edge, namely, the edge incident with v 
in the tree Tj+1 ; note that w(Tj+d . w(Tn-j) = w(Tn). When we carry out this 
construction in all possible ways, then each tree Tn E :Fn is obtained n - 1 times 
(and with the proper weight). This implies relation (3.2). 
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We note, for later use, that (3.2) implies that 

<Xl 

(3.3) U(x) = 1 + L UjX
j = xy' /y; 

and this implies, upon appealing to relation (2.2) and Darboux's theorem or to 
relation (2.3), that 

(3.4) 

as n -+ 00. (A weaker form of this relation, without the error term, was proved in 
[7; p. 164J.) 

Proof of (3.1). Consider the collection of partially coloured trees Tn in which one 
edge and the members of a k-set S of nodes of Tn have been given a special colour. 
The right hand side of relation (3.1) counts the total number of objects in this, 
collection (taking the weights of the trees into account, as usual). 

The coloured edge wv of any such partially coloured tree Tn partitions the nodes 
of Tn into two subsets, A and B, where we may suppose that the root node of Tn 
and node w belong to A and that node v belongs to B. If the coloured edge does 
not belong to the subtree determined by the set S of k coloured nodes, then either 
S ~ A or S ~ B. It follows from this observation and the reasoning used in the 
derivation of relation (3.2) that the sum in the left hand side of relation (3.1) 
counts the objects in the collection in which the coloured edge does not belong to 
the subtree determined by the k coloured nodes. 

Finally, it follows from the definition of !Jk(n) that the first term in relation (3.1) 
counts the objects in the collection in which the coloured edge does belong to the 
subtree determined by the k coloured nodes. Relation (3.1) must therefore hold, 
since the two sides count the same thing. 

4. The behaviour of I'k{n) 

We now use the preceding results to determine the asymptotic behaviour of 
!J k (n) as n -+ 00; we found it necessary to treat different ranges of values of k 
separately. 

Theorem 1. If k is any fixed positive integer, then 

(4.1 ) (
2k - 2) / I1k(n) = (k - 1)41

-
k k _ 1 (27rn/A)1 2 + O(k) 

as n -+ 00, where A = T21?"(T)j<I>(T). 
If k = o(n) as k, n -+ 00, then 

(4.2) !Jk(n) = (2kn/A)1/2 + O((n/k)1/2) + O(k). 
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If kin -+ (3 as k, n -+ 00, where 0 < (3 < 1, then 

(4.3) fJk(n) = n(l - r- 1Y(p(1 - (3))) + o(n). 

If d := n - k = o(n) as k, n -+ 00, then 

( 4.4) 

Proof of (4.1) and {4.2}. We assume for the time being only that k = o(n) as 
n -+ 00. It follows from relations (3.1) and (3.2) that 

n-1 
fJk(n)(nhYn = L {(nh - Uh - (n - jh}UjYn-j. 

j=1 

Now Uj = r- 1 jYj + O(Yj) by (3.4) and 

n-1 
(4.5) L YjYn-j = O(Yn) 

j=1 

by [8; Lemma 3.1(iii)]; therefore, 

n-1 
fJk(n)(nhYn = r-1 L {(n)k - Uh - (n - jh}· jYjYn-j + O((nhYn). 

j=1 

If we replace j by n - j in the third sum on the right-hand side and then combine 
it with the second sum, we find that 

n-1 
fJdn)(nhYn = r-1 L {j(n)k - nUh} . YjYn-j + O((nhYn), 

j=1 

or 

n-1 
(4.6) fJk(n) = 7-

1 L {I - (j - 1h-d(n - Ih-d . jYjYn-j/Yn + 0(1). 
j=1 

We now observe that 

by (2.3). Furthermore, if 1 ~ k ~ j ~ n - 1, then 

U/n)k ;;::: Uh/(nh ;;::: (U - k)/(n - k))k 

= U/n)k. {l- k(n - j)/j(n - k)}k 

;;::: (j In)k . {I - k2 (n - j)jj(n - k)}; 

52 



conseq uently, 

(4.8) 

since we are assuming that k = o( n); we note that this relation still holds if j < k. 
Hence, relations (4.6) - (4.8) imply that 

n-1 

(4.9) J-Lk(n) CT-
1 L {I - U/n)k-1}. j-1/2(1- j/n)-3/2 + An + En + 0(1), 

where 

and 

j=l 

n-1 

An = 0(1)· L{I- U/n)k-1} .j-3/2(I_j/n)-5/2 
j=l 

n-1 

En = 0(k2). LU/n)k-1j-3/2(1- j/n)-1/2. 
j=l 

It is not difficult to see that 1- t k- 1 ::; k(l- t) if 0 < t < 1; hence 

n-l 

An = 0(kn3/2) . L j-3/2(n _ j)-3/2 
j=l 

= O(k), ' 

where we have appealed to [8; Lemma 3.1(iii)] at the last step. Furthermore, 

n-1 

En = O(k2n3/2- k) . L jk-5/2 = O(k). 
j=l 

Thus it follows from (4. g) and these estimates that 

n-1 

J-Lk(n) = CT-
1n-1/2 L fU/n) + O(k), 

j=l 

where 
f(t) = (1 t k- 1 )t-1 / 2 (1 - t)-3/2. 

We may apply Lemma 2 to this sum with a = 3/2. It can be shown that M ::; k -1, 
say, and that f(1/2) ::; 4 for all k; consequently, 

( 4.10) 

where 
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One way of evaluating this integral is to integrate by parts, observing that 

~ (2tl/2(1- t)-1/2) = t- 1 / 2(1_ t)-3/2, 

and then make the substitution t = sin2 u. Hence, 

(4.11 ) 
rr/2 

= 4(k - 1) Jo sin2k
-

2 
U du 

(
2k - 2) = 21f'(k-1)41- k k-1 . 

Now 

(4.12) 

by the definitions of c and A following (2.3) and (2.4). Thus we may conclude from 
(4.10) - (4.12) that 

/1k(n) = (k - 1)41
-

k (2: ~ 12) (21f'n/A)1/2 + O(k) 

provided that k = o(n). This is the required conclusion (4.1) when k is fixed; 
if k ---+ 00 but k = o(n), then conclusion (4.2) follows upon applying Stirling's 
formula. 

We remark that the result 

/12(n) = ~ (21f'n/A)1/2 + 0(1) 

was proved earlier in [3] by a different argument. It is not difficult to see that 
/13(Tn) = 3/2/12(Tn) for any tree T~ with n ~ 3 nodes. This implies that 

3 3 
/13(n) = 2 /12(n) = 4" (21f'n/A)1/2 + 0(1), 

in accordance with (4.1) when k = 3. 

Proof of (4.3) and (4.4). It follows from (3.1) and (3.4) that 

n-l 

/1k(n)(nhYn = (n - l)(nhYn - L {(jh + (n - j)dujYn-j 
j=l 

n-k 
= (n -l)(nhYn - L(n - jh{UjYn-j + Un-jYj} 

j=l 

n-k 
= (n -l)(n)kYn - (T-1n + 0(1)) . L(n - jhYjYn-j 

j=l 
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or that 

(4.13) 

where 

n-k 
!1k(n) = n -1 (T-1n + 0(1)) . L f(n,k;j)Yj, 

j=l 

f(n, k;j) = ((n - j}k/(n}k) . (Yn-j/Yn). 

We now assume that kin -+ {3 as k, n -+ 00, where 0 < {3 < 1. Then, using the 
facts that (n - j)k/(n}k = (n - k)j/{n)j and that Yn-j/Yn -+ pj, in view of (2.3), 
we find that 

for every fixed value of j, as k, n -+ 00. Also, clearly, 

and it follows from (2.3) that Yn-j /Yn :::; K(l - j /n )-3/2 pj for all nand j, where 
K is a suitable constant. Hence, 

for all n, k, and j, since we may assume that k 2': 2. Now :L:: Yjpj converges, so 
we may apply Tannery's theorem to the sum in the right-hand side of (4.13) and 
conclude that 

n-k (Xl 

L f(n, k;j)Yj -+ L(1- (3)j pjYj = Y((l (3)p) 
j=l j=l 

as k, n -+ 00. This and (4.13) imply conclusion (4.3). 
'Ve remark that it can be shown, by a more refined argument, that if 2 :::; k :::; 

n - 1 then 

In particular, if k = (3n + o(n), where 0 < (3 < 1, then (4.14) implies that 

!1k(n) = n - T- 1nY((1 - (3)p) + O(k - (3n) + 0(1), 

a slightly stronger version of conclusion (4.3). Conclusion (4.2) can also be deduced 
from (4.14). 

It remains to establish conclusion (4.4). If d = n - k, then 

for 1 :::; j :::; n - k. Furthermore, 

Yn-lyI/Yn = p + O(l/n) 
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by (2.3). Therefore, 

n-k d 

,"" 2 2 '"' L f(n, k; J )Yj = dYn-IyI!nYn + O(d In ) . L Yn-jYjlYn 
j=1 j=2 

where we have used relation (4.5) again at the last step. Thus it follows from (4.13) 
that if d = n - k = o(n), then 

J-Lk(n) = n - 1 - (T-1n + 0(1)) . (dpln + 0(d2/n2)) 

= n - 1 - T-1pd + O(d2 In), 

as required. 

5. A probability generating function 

Suppose that 2 :::; k :::; m :::; n and let sk,m(T) denote the number of subsets S 
of k nodes of the tree T E Fn such that dT ( S) = m - 1. In this section we derive 
an expression for the generating function of the numbers 

Nk(n, m) = L w(T)· sk,m(T). 
TErn 

For expository purposes we shall regard the coefficients 'Pi in the function <I>(t) 
as formal variables for the time being; in particular, we shall let !.po denote the 
(formal) weight factor associated with each terminal node of trees in T. We first 
consider the case when n = m. 

Proposition 2. Let <I>(t) = !.po + !.pIt + !.p2t2 + ... and Q(t) = 'P2t + !.p3t2 + .... 
Then 

Proof. We recall that if Y = LYnXn satisfies the relation Y 
follows from Lagrange's inversion formula that 

Ym = L w(T) = m- 1 [tm-I]<I>m(t). 
TErm 

x<I>(Y), then it 

Let Ymp denote the number of trees Tm E Fm with p terminal nodes and let y:np 
denote the number of these trees in which the root has out-degree one (where, as 
usual, the weights of the trees are taken into account). It is not difficult to see that 

(5.2) Ymp = m-I[tm- I] (;) !.p~(<I>(t) - !.po)m-
p 
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and 

_ 1\-lr.J.m-1 , p ( m -1) CPIYm-l,p=(W-i) [/- l\ p CPo (<p(t) 

If a tree Tnt has p terminal nodes then, clearly, 

(
m - p 1) 
k-p 1 

according as the out-degree of the root of T m is not or is equal to one. It there­
fore follows, appealing to relations (5.2) and (5.3), the binomial theorem, and the 
appropriate definitions, that 

(5.4) 

Now 

(
m 2) k ( )m-k-I} k _ 1 q> (t) q>(t) - cpo . 'PIt 

k-1[tk-ll{ (7 ~ :)q>k(t)(CPI + Q(t))m-k 

(r; -~)q>k(t)(CPI + Q(t))m-k-I. 'PI}' 

(5.5) ('PI + Q(t))m-k = L (m ~ k) Qh(t)'Pr;-k-h, 
h 

(5.6) ('PI + Q(t))m-k-l . CPl = L (m -: -1) Qh(t)cpr;-k-\ 
h 
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and 

(5.7) (m - 1) (m - k) _ (m - 2) (m - k - 1) = (h + k - 1) ( m -2 ). 
k-1 h k-1 h k-1 h+k-2 

We now substitute expansions (5.5) and (5.6) into the last line of expression (5.4); 
when we simplify, using identity (5.7), and note that [tk-1]<I>k(t)Qh(t) = 0 if h 2: k, 
we obtain the required relation (5.1). 

We now consider the general case. 

Theorem 2. Let 

P = P(x, t) = x <I> (Y(x) + t) = x<I>(Y) + x<I>'(Y)t + x<I>"(y)e /2! + ... 

and 

Q = Q(x, t) = t-1{x<I>(Y(x) + t) - x<p(Y(x)) - x<I>'(Y(x))t} 

= x<I>" (Y)t /21 + x<I>'" (y)e /3! + .... 

Then 

(5.8) 
Nk(n,m) = k-l[tk-lxn]pk 

x~ (h+k-1) ( m-2 ) Qh(x<I>,(y))m-k-h.xY'/y. 
~ k-1 h+k-2 
h=Q 

Proof. We begin by observing that 

Nk(n,m) = Lw(Tn)· sk,m(Tn) 
Tn 

= L { L Sk,m(Tm)}· w(Tn) 
Tn Trnr;;.Tn 

= L { L w(Tn)} . sk,m(Tm). 
Tm Tn:Tmr;;.Tn 

We already have an expression for 

Nk(m, m) = L w(Tm) . sk,m(Tm) 
Tm 

in Proposition 2. We shall make certain modifications to the expression for N k( m, m) 
that will have the effect, for each tree Tm , of replacing the weight factor w(Tm) by 
the sum 2:' w(Tn) of the weights of all trees Tn that contain Tm as a subtree. 
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Consider any term in expression (5.1) for Nk(m, m) that is associated with 
some tree T m' Such a term, apart from numerical factors, is a product 'Pd 1 ••• 'Pd m 

of m factors; and each factor 'Pd corresponds to a node v of out-degree d in T m' 

Suppose that in a tree Tn that contains T m as a subtree there are e additional 
edges attached to node v (and leading away from the root of Trn). These additional 
e edges could be attached to v amongst the d original edges leading away from v 
in (d + l)(d + 2)··· (d + e)/e! = (d + e)d/d! ways; and the generating function that 
enumerates the (weights of) the branches determined by these additional e edges is 
simply ye (x). The weight factor 'Pd originally associated with node v in T m should 
now be replaced by the weight factor 'Pd+e. Consequently, to obtain the generating 
function for all the trees obtained by attaching additional branches to the nodes of 
T m, each factor 'P d that appears in expression (5.1) should be replaced by 

the additional x factors are to take the nodes v of T m into account. This may be 
accomplished formally by making the following replacements in the right hand side 
of (5.1): 

(i) the function ~(t) = L'Pdtd is replaced by x L~(d)(Y)td / d! = P(x, t); 
d d 

(ii) the function Q(t) = L 'Pdtd-I is replaced by x L ~(d)(Y)td-l /d! = Q(x, t); 
d~2 d~2 

(iii) the factor 'PI is replaced by X~/(y). 

We are almost, but not quite finished. If a tree Tn contains the tree Tm , let 
Tn-j denote the subtree of Tn determined by all nodes z such that the path from 
z to the root of Tn contains the root of Tm; and let Tj+1 denote the subtree of Tn 
determined by the root Tm and any nodes not in Tn-j. In the last paragraph we 
described how to obtain the generating function for the trees Tn-j, in effect. Now 
the tree T j +1 is either the trivial tree consisting of a single node (if the roots of 
Tm and Tn coincide) or it is a non-trivial tree rooted at the root of the tree Tn 
with a distinguished terminal node, namely, the root of T m' The number of such 
trees is Uj. So once we have made the replacements to expression (5.1) described 
in (i) - (iii) above, we should multiply by U(x) = xY' /Y, in view of (3.3), to take 
into account the possibilities for the trees Tj+l. The coefficient of t k - 1 xn in the 
resulting expression equals Nk(n, m). This completes the proof of the theorem. 

We remark, by way of illustration, that when k = 2 relation (5.8) implies that 

In this case the subtree T m considered above is simply a path of length m - 1. The 
node of T m that is closest to the root of a tree Tn containing T m is either one of 
the end-nodes of the path Tm or one of the m - 2 interior nodes of the path. The 
two terms in the expression for N2 (n, m) correspond to these two alternatives. The 
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factors Y, x1>'(Y), and x1>//(Y)/2 correspond to the nodes of out-degree 0,1, and 
2 in the path Tm. 

6. A limiting distribution 

Suppose that 2 ::; k ::; m ::; n and let Pk (n, m) denote the probability that 
dT(S) = m - lover all subsets S of k nodes of all trees T E F n , i.e., 

We now determine the limiting behaviour of Pk(n, m) for fixed values of k if m = 
O( n 2

/
3

) as m, n -t 00. 

Theorem 3. Let k be any fixed integer) k ~ 2. Ifm = O(n2/3) as m,n -t 00, then 

A (Am2)k-2 m 2 

Pk(n,m) = (k-2)! 2n ;-e-Am /2n.(1+0(1/m)+O(m/n)+O(m3/n2)), 

where A = 721>"(7)/1>(7). 

Proof. Suppose that 0 ::; h ::; k - 1 and let the function Gh(Y) = Gh (Y(x)) be 
defined as follows: 

Xk+hGh(Y) = [tk-l]{pkQh} 

= xk+h [tk-l] (L 1>(j) (Y) t j / j!) k (L 1>(j) (Y)t j- 1 / j!) h. 
j20 j22 

For example, 

(6.1) 

and 

Gk-2(Y) = k(1)(y))k-11>'(Y)(1>//(Y)/2)k-2 

+ (k - 2) (1)(y))k (1)//(Y)/2)k-3(1>'"(Y)/3!). 

Then formula (5.8) of Theorem 2 can be rewritten as 

(6.2) 

where 

(6.3) h +k -1 (m
k

) (m
h
- k) 

ah(m) = m(m _ 1) 
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and 

for 0 :::; h :::; k - 1. 
We evaluate !h (n, rn) by appealing to relation (2.4) with G(Y) = G h (Y), F(Y) = 

<1>'(Y), and with nand rn replaced by n-rn and m-k h, respectively. To simplify 
the resulting expression we note that 

(rn - k h)2/(n - rn) = rn2/n + O(rn/n) + O(m3 /n2), 

(n - rn)-1/2 = n-1/ 2 . (1 + O(rn/n)), 

B T F'( T)/ F( T) = T<P"( T)/<1>'( T) 

= T2<p"(T)/<1>(T) = A, 

and that 
p<P'(T) = T<1>'(T)/<1>(T) = 1. 

In this way we find that if 0 :::; h :::; k - 1, then 

In particular, 

from (6.1), so 

(6.6) 

ik-l (n, rn) = T(A/2)k-1 (27r An )-1/2 p-ne-Am
2 
/2n . (1 + O( m/n) + O(rn3 /n 2 )) 

= (A/2)k-l . nYne-Am2/2n . (1 + O(rn/n) + O(m3 /n2)), 

appealing to (2.3) at the last step. 
We now observe that the coefficient ak-1 (rn) dominates the remaining coeffi­

cients that appear on the right-hand side of (6.2). For, 

(6.7) 

h+k-1 (k-1h-l-h 
ah{rn)/ak-1 (m) = 2(k _ 1) . (rn - k - h)k-l-h 

:::; ((k - l)/(rn - k - h))k-l-h = O((1/rn)k-1-h) 
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if 0 ~ h ~ k 1. Moreover, 

(6.8) 

ak-l (m) = 2(k 1) (m) (m -k) 
m(m-1) k k-1 

k!(k 2_ 2)! m
2k

-
3 

. (1 + O(l/m)) 

from (6.3). vVhen we combine relations (6.2) and (6.5) - (6.8) we find that 

Pk(n,m) = (1 + O(1/m)). ak-l(m)/k-l(n,m) / (~) Yn 

A (Am2)k-2 m 2 - - e-Am /2n . (1 + O(l/m) + O(m/n) + O(m3 /n2)), 
2n n 

as required. 

Corollary 3.1. Let k be any fixed integer} k 2': 2. If A is any positive constant} 
then 

as n -+ 00. 

This result follows readily from Theorem 3. 
Let Vk (n) denote the expected value of dT( S) . (dT( S) + 1) over all subsets S of 

k nodes of all trees T E Fn. It is possible to derive a rather complicated formula 
for vk(n) analogous to formula (3.1) for f-lk(n); but we were not able to deduce 
the asymptotic behaviour of vk{n) from this formula. However, Theorem 2 can be 
used to determine the behaviour of both f-ldn) and vk(n) when k is fixed. We shall 
give the argument only for Vk (n) since the argument for f-lk (n) is very similar (and 
would not add anything to the results of Theorem 1). 

Theorem 4. If k is any fixed positive integer} then 

as n -+ 00, where A = T21>"(T)/1>(T). 

Proof. For any fixed value of k, consider the generating function 

Let 

(6.9) 
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for 0 :s: h :s: k 1, where P(x, t) and Q(x, t) are as defined in Theorem 2. We assert 
that 

k-1 
(6.10) V(x) = L bh(x)(xY' /y)h+k+2. 

h=O 

This expression follows upon multiplying both sides of equation (5.8) by m(m-1)xn 
and then summing over m and n; to simplify the right-hand side of the resulting 
expression, we interchange the order of summation and appeal to Newton's bi­
nomial theorem and the identity (1 - x([)'(Y)) -1 xY' /Y. We will determine 
the asymptotic behaviour of vk(n) by applying Darboux's theorem to the function 
V(x). 

We recall that xY' /Y and, for any fixed j, the function x([>(j)(y) are analytic 
in the disk Ixl :s: p except at x = p (cf. [8; p. 1000]); and, in view of (2.2), they 
have expansions in the neighbourhood of p of the form 

(6.11) xY' /Y (pb/2T)(p - X)-1/2 + al + a2(p - x)1/2 + ... 

and 

(6.12) 

Thus it follows from (2.2) and (6.9) - (6.11) that V(x) is analytic in the disk Ixl :s: p 
except at x p and that it has an expansion in the neighbourhood of p of the form 

(6.13) 

If we now apply Darboux's theorem [13; p. 150] to V(x), using expansion (6.13), 
we find that 

(6.14) 

Vk( n) (~) Yn bk-1 (p )(pb/2T )2k+l . nk- ~ p-n-k- ~ / r(k + ~) + O(nk- 1 p-n). 

We observe that 

(pb/2T)2 = p2([)2(T)/2T3 ([)"(T) 

= p([)(T)/2T2([)"(T) p/2A, 

by the definitions of b, p, and A given in §2; moreover, 
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Therefore, 

after some simplification. If we substitute this in the right-hand side of (6.14), 
recall that f(k + 1/2) = 7r

1/2 (2k)!/4kk!, simplify, and appeal to (2.3), we find that 

Vk(n) (~) Yn = 4(k - 1) Ck; 1) (:~)! : (21rAn)-1/2 . nkp-n + O(nk- 1 p-n) 

= 2(k - 1)A-1nk+1Yn/k! + O(nk+~Yn). 

This suffices to complete the proof of the theorem. 

7. Special Cases 

We now illustrate some of the preceding results for three particular families of 
simply generated trees. Let :F denote the family of ordinary ordered trees (cf. [6; 
p. 112] or [12; p. 30]), for which <p(t) = (1 - t)-l and 

(7.1 ) 1 1 /2 ~ (2n - 2) x n y = - {I - (1 - 4x) } = ~ - . 
2 1 n-1 n 

In this case the expression in Theorem 2 can be simplified to yield the explicit 
formula 

(
m + k - 3) (2n - 2) (n) 

Pk(n,m)=Yk 2k-3 n-m k Yn 
(7.2) 

= 2 (n - 1) (n - k) -7 (n + m - 2) . 
k-2 m-k n-k+1 

And it follows from (3.3) and (3.1) that Uj = (2j l)Yj for j ~ 1 and that 

n-l 

/-Lk(n)(nhYn = (n l)(n)kYn - L {U)k + (n - j)d(2j - l)YjYn-j 
j=l 

n-l 

= (n - l)(n)kYn - 2(n - 1) L UhYjYn-j. 
j=k 

When we divide by (n - 1) and express this last relation in terms of generating 
functions and simplify, making use of (7.1), we find that 

(7.3) 
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Hence 

for any k, as n ---+ 00, and 

I1k(n) ((k -l)(n _1))1/2. (1 + O((n - k)/kn)) 

as k, n ---+ 00. (Formula (7.3) can also be deduced from formula (7.2).) It can also 

be shown that 11~2)(n), the expected value of (dT (S))2 over all subsets 5 of k nodes 
of the Yn ordered trees T E Fn is given by the surprisingly simple formula 

Now let F denote the family of rooted labelled trees, for which <I>(t) = et and 
Yn = n n-1 In! (cf. [5; p. 174] or [6; p. 392]). In this case it follows from (3.3) that 
U j = j Y j = j1 Ii! for j 2:: 1; and it is not difficult to see that the argument used to 
derive formula (4.13) leads here to the exact formula 

Note that this implies relations (4.3) and (4.4) in this case. Furthermore, it can 
also be shown, using a modified version of relation (5.8), that if 2 ::; k ::; n then 

n 

I1k(n) = (:) ~(jh(n)jn-j. [tj-2]{e kt (e t 
- l)j-k} 

k j=k 

for the family of labelled trees. We remark that this expression can be used to give 
an alternate derivation of relation (4.1) in this case. In particular, it also implies 
that 

n 

112(n) = (n/(nh) ~(jh(n )jn- j 

j=2 

and 
n 

113(n) = (n/2(n)a) ~(j + 3)(j)a(n)jn- j = 3/2 Jl'2(n). 
j=3 

Let F now denote the family of binary trees (cf. [6; p. 389] or [12; p. 29]), for 
which <I!(t) = 1 + t 2 and 

(Xl (2m _ 2) x2m
-

1 
. 

(7.4) Y = (1/2x){1 - (1 - 4X2)1/2} = ~ m _ 1 m 
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In this case it follows from (3.3) that Uj = ~ (j + 2)Vj+l when j is even (both sides 
equal zero when j is odd) and hence, by (3.1), that 

m-l 

/lk(n)(nhVn + ~ L {(jh + (n - j)d(j + 2)Vj+lVn-j = (n -l)(nhVn' 
j=1 

where we assume that n is odd (and that the sum is over even integers j). The 
function <t>(t) = 1 + t2 does not satisfy all the conditions stated in Section 1 that 
we have assumed were satisfied when deriving asymptotic results. Nevertheless, it 
can be shown that the conclusions of Theorems 1, 3, and 4 and Corollary 3.1 still 
hold for the family of binary trees provided that n is an odd integer. In particular, 
it can be shown, making use of relation (7.4), that if n is odd and k/n -t f3 as 
k, n -t 00, where 0 < f3 < 1, then 

In the accompanying table we give the first four digits of some values of 1 
7-

1 Y (p(l (3)) for these families of trees; these numbers give the limiting values 
of /lk(n)/n if k/n -t f3, in view of relation (4.3). 

f3 
Ordered Labelled Binary 

Trees Trees Trees 

.10 .3162 .3916 .3732 

.25 .5000 .5801 .5485 

.50 .7071 .7680 .7320 

.75 .8660 .8981 .8729 

.90 .9486 .9617 .9498 

Table: Values of 1 - 7-1 Y(p(l (3)) 

We conclude with an example that shows that the analogue of Theorem 1 does 
not necessarily hold for non-simply generated families of trees. We recall that a 
tree Tn with n labelled nodes, rooted at node 1, is a recurBive tree if n = 1 or if 
n ~ 2 and Tn is obtained by joining the n-th node to a node of some recursive tree 
Tn- 1 (see, e.g., [11] or [8]). Let /lk(n) now denote the expected value of dr(S) over 
all subsets S of k nodes of the (n - I)! recursive trees T with n labelled nodes. 

Theorem 5. If 2:::; k :::; n, then 

n 

(7.5) /lk{n) = kn(n - k + 1)-1 . L j-l 1 - Ek, 
j=k 

where 0:::; Ek :::; (n k)/n(k - 1). 
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Sketch of Proof. vVhen we adapt the argument that led to relation (3.1) to the 
family of recursive trees, we find that 

I'k(n) (~) (n - i)! + ~ C: 1) (j l)!(n - j - 1)'{ G) + (n ~ j)} 

=(n-1)(~)(n-1)! 

or that 

n-1 
(7.6) (JLk(n) + l)(n -lh-l = (nh - L {(jh + (n - jh}/j(j + 1). 

j=l 

We now assert that 

n-k n+1-k 
(7.7) (nh L(n - jhjj(j + 1) = k L (n - jh-dj 

j=l j=l 

n 

= k(nh-l . Lj-l. 
j=k 

The first equality follows from summation by parts and the second is an identity 
that can be proved by induction on k. Furthermore, 

n-l n-1 
(7.8) LUh/j(j + 1) S; (n - 2)/n· L(j - 2h-2 = (n - 2)(n - 2h-1/n(k -1). 

j=k j=k 

Conclusion (7.5) now follows from (7.6) - (7.8). We remark that the particular 
result 

n 

IL2(n) = 2(n + l)(n - 1)-1 . Lj-1 - 2, 
j=2 

which follows readily from (7.6) and (7.7), was given earlier in [11]. 
Analyzing the behaviour of the second moment seems to be a more complicated 

problem. It can be shown, however, that if k is fixed then the variance of dT(S) 
over all subsets S of k nodes of the recursive trees T with n nodes equals O(log n). 
So it follows from Chebyshev's inequality that the Steiner distance of recursive 
trees Tn is concentrated around k log n when k is fixed and n is large. 
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