
On The Linear Structure of Symmetric 
Boolean Functions* 

Ed Dawson and Chuan-Kun Wu 

Information Security Research Centre, 
Queensland University of Technology, 

GPO Box 2434, Brisbane 4001, Australia. 
{dawson, wu}@fit.qut.edu.au 

Abstract 

It is shown in this paper that nonlinear symmetric Boolean functions 
have no linear structures other than the all-zero and the all-one vectors. 
For such functions with n variables, it is shown that when n is odd, every 
such symmetric Boolean function is either a function with the all-one vec
tor as an invariant linear structure or can be written as the product of two 
symmetric functions of which one has the all-one vector as an invariant 
linear structure and the other has the all-one vector as a complementary 
linear structure. In the case when n is even, it is shown that only 21-+1 
of the symmetric Boolean functions have the all-one vector as an invari
ant linear structure and none has the all-one vector as a complementary 
linear structure. 

1 Introduction 

Symmetric Boolean functions are a class of Boolean functions with some interesting 
properties. The usefulness of symmetric functions in many cryptographic appli
cations as well as other applications is still far from being clear. For example a 
potential application of these functions could be as the combining function for self
synchronizing stream ciphers when part of the input bits are used for seed key while 
the other bits are used for function alteration (see [1], [4]). Some research has been 
done in relation to the cryptographic properties of symmetric Boolean functions (see 
[2] [3] [5]). The linear structure feature of Boolean functions is an important criterion 
to measure the weakness of these functions in their cryptographic applications. In 
this paper the linear structures of symmetric Boolean functions are studied in detail. 

Let F2 = {O, I} be the binary field. A function f : Fr ----+ F2 is called a 
Boolean function of n variables. It is written as f(x) = f(Xl, X2, ... , xn). A binary 
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vector of length 2n generated by f(x) is called the truth table of f(x). The Hamming 
weight of f(x), denoted by WH(f), is the number of ones in its truth table. The 
function f(x) is called an affine function if there exist ao, aI, .. " an E {O, I} such that 
f(x) = ao EB alxl EB·,· EB anxn, where EB means modulo 2 addition. If ao = 0, f(x) is 
also called a linear function. We will denote by Fn the set of all Boolean functions 
of n variables and Ln the set of affine ones. By tradition we will call a function 
nonlinear if it is not in Ln. 

Let f(x) E Fn, Then f(x) is called a symmetric function if for any permutation 
() on {I, 2, .'" n}, we have 

f(X(}"(l) , X(}"(2) , .. " x(}"(n)) = f(Xl, X2, .. " xn). 

Clearly for any symmetric Boolean function f(x), there is an integer function If : 
{O, 1, .. " n} -+ {O, I} such that 

f(x) = If(k) if and only if WH(x) = k, 

Let ipi(X), i = 0,1, .. " n, be the symmetric function which is composed by all the 
terms of degree i, where ipo(x) = 1. Let Aj(X), j = 0,1, .. " n, be the symmetric 
function satisfying Aj(X) = 1 if and only if WH(x) = j. Then we have 

Lemma 1 The set of symmetric functions in Fn forms an (n+1)-dimensional vector 
space over F2 where both {ipi(x)}i=o and {Ai(X)}i=o are bases, 

Furthermore, since the product of two symmetric functions is also a symmetric 
function, Sn is virtually a ring with an identity, For a symmetric function f(x) E Fn, 
it can be shown that 

n 

f(x) = EB If(k)Ak(X). (1) 
k=O 

We would like to note that Ai(X)Aj(X) == ° if and only if i i- j. 

2 Walsh transforms 

Let f(x) E Fn, Then the Walsh transform of f(x) is expressed as 

(2) 
x 

where w' x = WIXI EB' , 'EBwnxn is the inner product of wand x, The inverse transform 
is expressed as 

(3) 
w 

Note that the summation in (2) as well as in (3) is over the real number field. Hence, 
the Walsh transform of a Boolean function is a real-valued function with the domain 
of definition still being on Rf. It should be noted that the value of W ' x can be 
treated as a real value in the operations, 

By (2) and (3) it is obvious that 
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Lemma 2 Let f(x) E Fn with its Walsh transform Sf(w). Then f(x) is a symmetric 
Boolean function if and only if Sf(w) is a symmetric real-valued function. 

3 Linear structures 

Let f(x) E Fn. A vector 0: E F2n is called a linear structure of f(x) if f(xffiO:)ffif(x) == 
c, where c E {O, I}. More precisely, 0: is called an invariant linear structure if c = 0 
and a complementary linear structure if c = 1. The following lemma can easily be 
proved. 

Lemma 3 Let V be the set of invariant linear structures of f(x). Then V forms a 
vector subspace of F:;. The set of all the linear structures of f (x) is also a subspace 
V', of Rf containing V. The dimension of V'is dim {V ) + 1 if and only if f (x) has a 
complementary linear structure. 

Denote by 0 and 1 the all-zero vector and the all-one vector of F:; respectively. 
We have 

Lemma 4 Let f(x) E Fnl 0: E F:; - {O, I}. Then f(x ffi 0:) is a symmetric Boolean 
function if and only if f(x) E Ln. 

Proof: is obvious. So we need only to present a proof of the necessity. 
Assume f(x) E Fn - Ln and denote by g(x) = f(x EB 0:). Then we have 

Sg(W) I:xg(x)(-l)w,x 
I:x f(x EB 0:)( _l)w,x 
I:

x 
f(x)( _l)w.x+w.a 

( -l)w.asf (w). 

Since f(x) is symmetric, without loss of generality we can assume that 0: is a vector 
with k (0 < k < n) consecutive ones followed by n k consecutive zeros. By the 
assumption f(x) (j. en we know that there must exist an W E F:; {O, I} such that 
Sf(w) ::j=. O. the same way we can assume that W is a vector with t (0 < t < n) 
consecutive ones followed by n - t consecutive zeros. Let w' be obtained from W 

by exchanging the first and the last bits. Since WH(w' ) = WH(w), by lemma 2 
we know that SJ(w') = SJ(w). By the restriction of both a and W it is seen that 
(_l)w

l .a + (_1)w.a = 0, i.e., Sg(w') = -Sg(w) ::j=. Sg(w). Once again by lemma 2 we 
know that g(x) is not symmetric. 0 

It is known that 0 is a trivial linear structure for any Boolean function. By 
lemma 4 we have 

Theorem 1 Let f(x) E Fn be a symmetric Boolean function. Then 

• f(x) is constant if and only if every vector in Rf is an invariant linear structure 
of f(x); 
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.. f (x) E Ln is not a constant if and only if every vector in F2' with even H am
ming weight is an invariant linear structure and every vector in F2' with odd 
Hamming weight is a complementary linear structurej 

It f (x) is nonlinear if and only if it has no other linear structures except for the 
all-zero and the all-one vectors. 

Proof: The first two cases are trivial and we only need to prove the case when 
f (x) is a nonlinear symmetric Boolean function. For any vector a other than 0 and 1, 
by lemma 4 we know that f (x EB a) is not symmetric and consequently f (x EB a) EB f (x) 
is not either. This means that f(x EB a) EB f(x) cannot be a constant and then a is 
not a linear structure of f(x). 0 

Theorem 1 says that only the all-one vector can possibly be a linear structure of 
a nonlinear symmetric Boolean function. We now consider this case further. Denote 
by 1,1(1) = {k: If(k) = I}. Then we have 

Theorem 2 Let f(x) E Fn be a symmetric Boolean function corresponding to the 
integer function If(t). Then 1 is an invariant linear structure of f(x) if and only if 
f(x) is such that r E 1/1(1) implies that n - r E 1/1 (1). 

Proof For any x, W H (x EB 1) = n - W H (x). So f (x EB 1) = f (x) ~ {x, x EB I} C 
f-1(1) or {x,x EB I} C f- 1(0) ~ {WH(x),n - WH(x)} c 1,1(1) or {WH(x),n
WH(x)} C 1/1(0) ~ r E 1/1(1) implies that n - r E /,1(1). 0 

By theorem 2 it can be easily derived that the number of symmetric functions 
with 1 as an invariant linear structure is 

ri:
1 (rnrl) = 2r~1, 

i=O 1, 

where r a 1 is meant the smallest integer ;:::: a. Likewise we have 

Theorem 3 Let f(x) E Fn be a symmetric Boolean function corresponding to the 
integer function If(t). Then 1 is a complementary linear structure of f(x) if and 
only if n is odd and for any integer r, only one of {r, n r} is contained in 1/1(1). 

Proof If n is even, for any x with WH(x) = i, since WH(x EB 1) = i, we must 
have f(x EB 1) f(x). So f(x EB 1) == f(x) EB 1 is impossible for even n. The. proof of 
the rest of the theorem is similar to that of theorem 2. 0 

Therefore we have from theorem 3 that the number of symmetric functions with 
1 as a complementary linear structure is 

nt
1 (n+1) L ~ =2~. 

i=O 1, 
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Lemma 5 Denote by A = {f(x): f(x EB 1) = f(x)}, B = {f(x) f(x EB 1) = 
f(x) EB I}. Then for any g(x) E B, 

7: f(x) ~ f(x) EB g(x) 

is a one-to-one mapping from A to B. 

Proof: Easily verified. 0 

By lemma 5 we know that the two classes of functions with 1 as a variant
permanently linear structure are closely related. It is interesting to notice that 

Lemma 6 As defined in lemma 5, the set A forms a vector space over F2 of dimen
sion rnt1l. Moreover, for any symmetric function g(x) E B and for any symmetric 
function function f(x) E f(x) . g(x) == 0 if and only if f(x) == O. 

Proof: theorem 3 and its deduction the former part can be verified easily. 
The proof of the later part is as follows: Let F(x) = f(x)g(x). Then F(x EB 1) = 
f(x EB 1) . g(x EB 1) f(x)(g(x) EB 1) = F(x) EB f(x). So, F(x) == 0 if and only if 
F(x EB 1) == 0 if and only if f(x) == O. 0 

Theorem 4 Let n be an odd integer. Then for any symmetric function f(x) E F n , 

we have either E A or f(x) can be written as f(x) = h(x)h(x) with h(x) E A 
and h(x) E B. 

Proof: By lemma 6, the product of one nonzero function from A and one 
function from B results 1)· 2Ef1- = 2n+l_ 2~ different symmet-

ric functions. These different functions, and the ones in A, cover exactly 
all the symmetric functions of n variables (refer to lemma 1). Consequently, the 
conclusion follows. 0 
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