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Abstract 

We show that Menon difference and also 
We 

a new method for over finite groups 
of even order. In particular we show that such arrays exist over all cyclic 
groups of even order n 36, 

T-matrices are constructed for many new orders, all of them 
t~ven. In particular we obtain T-matrices of size 134, which were not 
known lwfore. This means that and Hadamard matrices are 
constructed for infinitely many new orders. 

Baumf~rt-Hall-Wekh arrays were originally defined over finite 
groups and the definition was extended to matrices over finite Abelian groups (also 
known as type 1 For any finite group we define the sd BHW(O) 
'-,V~11'"'0uJU''' of ordered quadruples A4) of 4 by 4 matrices over the group 

ZCJ such that 

wht~re n is the order of 0, AiA.i + AjAi = 0 for i =1= )', and satisfying some additional 
combinatorial conditions (see section 3 for precise definition). In the case when 0 is 
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retnefwl1taJlcm rp of Z(; to the matrix t~ntries 

4 

as d(>fillf~d in [6]. B II uSt~d with T-matrices to construct 01'-

n, n, n, n), also known Baumert-Hall arrays 
in section 

when is the trivial group, two BHT¥-arrays appear 
in the litfTature. Th(-~ first s11ch array constructed L.R. Welch in 1971 over 
tlw group and the s(~cond constructed and 
Yamamoto in 1984 over the group 

..... C>l',Ul'l"H and Yamada havE~ 

n In this paper we 
groups of f'VeD order. In we show that B HW (C:n ) exist for all even tnt·""'"r .. 

n :36. We; show that Menon difference 
binary scqmmces of 
IS 

an 

many new orders. More we show 
also exist in orders m k 

. Tt, where Ie is 
6,10, 

Notation;:; : A is a th(:'l1 j) denotes its j)-th entry. By AT we denote 
the tra,llSlpm;e of A. !rlCH'TIT" nlatrix of orcier rl, aI1Cl fIn tllP 

rnatrix of order n all of whose entries are 
entries an~ ± 1. 

A {±1}-matrix is a matrix all of whose 

If (J is a group and 
en we denote the 

2 

Y E we define OX,y to be 1 if x = y and ° otherwise. By 
group of order n (written multiplicatively). 

A matrix M of order n is called Hadamard matrix if M MT nIno T'he 
existence of such M that n is 1,2, or a of 4. The famous Hadamard 
lnatrix conjecture ass(~rts that Hadamard matrices exist for all orders n which are 

of 4. In this section we a brief of a particular Hi'-.~"H'UU. 
invented by L. Baunwrt and M. Hall .Jr., for constructing Hadamard matrices. This 
method if' based on the notion of orthogonal designs which we now introduce. 

Definition 1. Let Xl, ... ,Xk be indep(~ndent commuting variables and A a matrix 
of order n whose entries are of the form 0, ±Xl, ±X2,"" ±Xk. If 

where mi are non-negative integers, we say that A is an orthogonal design of type 
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(i) 

(ii) 

lVilliamson 
m such that 

for all 

Hni te group 
we denote its group 

extends to an involutorial autlllDIflorpn 

involutorial 

construct some new Hadamard 
this construction we introduce 

four 

type matrict,s of 
the substitutions 

which are known 

element 
lnt"OIT,">rc Z. TIw inversion map x x-I 

of ZG which W(c denote *. 'rhus 

of k by k matrices over 
obtained from A 

on Mk(ZG) is an 

say that element x E ZG is hermitian if x* and skew-hermitian if 
:D* -.D. A subset X eGis called if X* = X. 

If X C we shall X with the element of ZG obtained up all 
the elements of 

X = x ZO. 

Definition 3. An element z E ZG is called a combinatorial element if it can be 
written as z = X Y where X and Yare disjoint subsets of G. In that case we 
say that X U Y is the support of If X U Y = we say that z has full support. 
Two combinatorial elements are said to be disjoint if their supports are disjoint 
sets. A matrix A E is called a combinatorial matrix if all its entries are 
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combinatorial f'Jemt':nts of ZO. Two combinatorial matrices said 
to be if tht': entries j) and j) art': for all 

Definition 4. B f/ W (G) is thf~ set of ordered 
com binatorial matrices zn the 

(i) Ai and for i -# j: 

(i i) 4; 

o J. 

cp(x)(y,z) 

where 1 for:c y and 0 otlwrwise. 
Ei'ur :r EO. rp(:r) is matrix and 

we have 

The 
matrix into 
from A by replacing each entry 
also have 

It is easy to 

A 

ZG. 

4 

we denote the of 
from the left regular 

the matrix of the left 

then the matrix 

is an 0 D(4n; n, TI.,n, 11,). Th(~ () D's which arise in this manner will be called Baumert-

Hall- Welch aTTaY8, and in abbreviated form BHW-arraY8 13]). 
In the next section we shall need some of the matrix R RG which is 

defined by 

y) = ,x, Y E G. 

R is a rnatrix. For ::r, z E G we have 

R(x, y )R(y, z) = 

I.e., = In. For a, x, w E G we have 

y)rp(a)(y,z)R(z,w) 2.:: 
y,zEG y,zEG 
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In case where 

and su 

if 0 

4 

definition. 

(i) the C11 .. -"",.1" 

(ii) 

Theorem 

rt 
Proof. Let 
ces 

,w 

then 

form a 

4 

)(X,w), 

, \:Ix E 

due to 1:3, 14]), 
we need another 

of 

o7'der nand m, 
exist. 

are 

E Define matri-

where A(j, k )bj is viewed an element of the group ring of the direct 
product (] x H. Vve claim that 

Indeed we have 

4 4 

I: I: XiXr'PGxH(Ai(j, k)bjAr(s, k)*b:) 
k:::l i,j,k,r,s=l 

4 4 

I: XiXr'PGxH(bjb: Ai(j, k )Ar( s, k )*). 
i,j,r,s=l 
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Sillce + o for 0:1 rand w(~ obtain 

4 

k )*) 
k=l k=l 

This proves our claim. 
Each entry of the matrices is one of ±X4. We now plug these 

matrices into the Goethals--Seidel array 

( ) 
and R nr'>UlI\11Q section. 

The resulting matrix, This follows from the following facts: 

=xT, 

5 

In this section we describe the two known examples of 
the following four auxiliary matrices: 

ffj = U o 0 0) ( 010 1 a 0 -1 a 0 
a 1 0 ' 

(J'2 = 000 
001 001 

ff3 = ( 

0 0 1 

n' ff4 = ( 

0 0 
0 a a 0 0 

-1 a 0 0 1 
0 -1 0 -1 0 
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and 

hermitian 
with (T2, (T3, 

Now it is easy to 

In this section 
based on the 

Theorem 2. 

( 
\ 

( 

( 
1 

\ 

L.R. Welch 
Let x be a 

0 

) 1 0 
X4 

_ X4 0 

0 ), 
1 0 · __ x 2 

to that 

Sawade and 
is the direct 

+ x 2 
X x 2 --

- x 2 X 
X ) - x 2 1 + x + x 2 x 2 

- x 2 x 2 
X X x 2 1 -+ x + x 2 

and anti-commutes 

It is 

order Assume 
whose columns aTe T -partitions of G and 

(T4A. I ) is a BHW(G). 
1 or n is even. 

Proof. Since the columns of Al are T-partitions of G, the matrices A l , A 2 , A3 , A4 
are pairwise disjoint. All the other required properties of the Ai's follow immediately 
from nI4 and the properties of the matrices (Ti. 
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N ow assume that exists theorem. 
Assume that n 1 is odd. By G' i G. 

nontrivial I-dimensional r{H,ln,pv 

the column sums of AI. 

(} XiC 

Sinn' we have 

1, n. 

By X to this the fact that x( G) = 0, we obtain 

n 

As the left hand side of this 

R('call that x of 

, n rnllst be even. III 

G of order n called a 
set if 

AO + (k A)" 

for some A. Note that this that k2 An + - A. 
A (lifferenct' set is called Menon sct Hadamard if 

n A). It is wdl known that the parameters of a 
the form 

n , k 

for scnne 
a,b 0 

known for each u of the form u where 
there exists at least one Abelian group of order 

n 4u2 :Menon difh~rence For more information about the existence of 
M(~non difference sets see [1, 

If zs a group order n pO.sseSSlnQ a Menon 
exist. 

Proof. Let (71, k, /\) be the paramet(crs of X and recall that 71 
element a G 2X is a combinatorial element of ZG with full 011""7>,","'" 

aa* 

(n - 4k)G + 4XX* 

(n-4k+4A)G+4(k A)·l 
n. 

Hence we can apply the theorem to the diagonal matrix A1 a14. 
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b, O~ 0) such that ab* 

11 , v 

where all coefficients U,i and Vi an~ =.1: 1 If u, and v 
sequences 

), we say that the 

[;' = 'UO,U,l,···, 

an' two 'fWI"fUII'J{' ('1l7nnlf"rnp!ntrrT7I .<:ftl''IIP:n{'(' ). means that 

1, ... , n 1 . , 

where U,i+n = U,i and Vi·j-n Vi, 

If the conditions 

+ =0 J 1, ... ,n 

then we say that and V two an,or'1.1lrt.:I.r {',rl'rn:£Jl.I'!'lfI."rlTIl7"71 sequences (AC 

or Golay sequences. 

It is known that JiC ~~xist for all n of the form 

n 

where a, b, care 
exist and that 

In addition it is known that 
for all other values of n < ,50 not of the form (2) 

1,5]). 

(1 ) 

(2) 

Hence BHW(Cn ) exist for n = :34 and all "·,h,,,,"o,..o n of the form (2). For n :::; 40 
these are the following .nt-.ort"L,rc· 

n = 1,2,4,8,10,16,20,26, 40. 
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Corollary 3. ff G is a finite Abelian group having aT-partition (a, b, c, 0) such that 
a,b) and hatJ( then BHW(G) exist. 

Proof. The 

( 
a 0 b 

Al 
0 a ~ ) -b* c a* 

--c* -b 0 a* 

satisfies the conditiolls of the theorem. III 

7 new 

In this section w(' show that exist for n 6, 14, and also 
that BHW(D3) exist where D:3 is the dihedral group of order 6. 

In view of Theorem 2, 3, it suffices to construct T-partitions (a, b, c, d) 
of :r such tha.t d 0 and each of a, b, has support. We have 
found many such T but we in Table lone for each of the values 
listed above and also [or n 10 and 26. 

We give now an of a 
1 > the dihedral group of order 6. 

a = (x + 

Then the matrix 

=< x, y : x 3 = y2 = (:ry? = 
defined 

b y, c 1 + x-

satisfies the conditions of Theorem 2. Hence 

BHW(D3). 

8 

It well known that if X c G and Y H are Menon difference then 

x (H \ u \ x Y) 

IS Menoll difference set in G x H. In this section we prove that several analogous 
results are valid for T-partitions and BHW's. 

Theorem 3. Let G and H be finite Abelian groups, (a, b, c, d) E T P( G), and 
(0:, ~1, 1,5) E T P( H). If 0:, ~'l' 5 have symmetric supports) then 
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0) of with 

n 6 a 

n 10 a 
c 

1t a 

n 14 

n 18 

n = 22 

n = 24 

n = 26 

b 
c 

a 

c 

c 

a 
b 

a 

b 
C 

1 

, b = :r:7, 

+ + 

+ x 7 + + 
+ :r:6 + x-6 + 

+ X-I + - :r:-2 

X4 + x-4 , 

x 9 + x-9 + XlI, 

x6 + x-6 + x lO :.r:-10
; 

-;r:+ + x 2 + x- 2 _ :£:3 + x-3 + x12, 

+ -4 . X x 5 + x- 5 _ x 6 _ x-6 _ x 7 + x-7 + x lO + x-la, 

;1;8 + x-8 x 9 + + :c 11 x- ll
; 

a = 1 + + + __ X-II + 
b x 2 - x- 2 + X4 - x

6 + x-
6 + X S 

x- 8 + :r: 13 , 

C :r: + X-I + x 3 - x--3 x 5 x- 5 + x 7 _ x-7 . 
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v b*O' afJ + dry* - c5*, 
w C*O' - (J/y + bS*, 

fonn a T llil.·/U.I.I.IIH of fl. 

Proof. Since 

shows that 

l1U* + 

As (a: b, 
H). 

n: 

the elem(~nts U c v, w, z of x H) 
A cornputatioll 

ww~+ + bb* + cc* + dd*) . + + + So*). 

and (Y, ,,0) it follows that (n,v,w,z) TP(Gx 
II 

to [12L n 210, T-partitions 
for any group of order n only for the 

197,199. 

__ ~'P"""lll""~' of 71 were COIlstructed 111 tllat 
[11]), while of 

not known. use Theorem to construct T-matrices of size 134. Hence the 
71 and 1 :34 should be removed from the above list. More wp 

many new orders for e.g. all orders 6k ·67 with k ?:: 1. 
codfici(:nts modulo 2, it easy to see that if there exists (b l , b4 ) 

111 with each hi then the order of G must be even. 

Theorenl 4. Let G and Jl be finde gr'oups of order nand m, Te~mectzvet1). 
the conditions Theorem 2 and let (BI' 
consider'ed as a matrix over the group 

E x 

and For i -I j we 
have + O-C* .1 ~ of IS 

by 
4 

Ck(i,j) = AI(r, j) . 
r=l 

Thf~se entries are obviously combinatorial elements of x Since the elements 
,j), k = 1,2,3,4, have disjoint supports and the elements Al(r,i)*, r = 1,2,3,4, 

have it follows that the elements Ck(i,j), k 1,2,3,4, have disjoint 
supports. II 
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a 

( 
y 
1 

0 0 
0 0 

thm 

of this assertion 

9 

In w(' prove assertion made 

All the entries of the 

G 

0 n 0 
1 

the title, 

indc,T and y 

Theorem 4. 

there 

\ H, 

for the 
n 28 

o or of the form 
one occurs in each row 

we assume that 

= ( ~ -1 
-1 

o ~ --~), o --1 
o 

a transformation 

1 1 < i 4, 

whelT 
The ".1,.,' IV' HULL'-".'" 

its first entry. We may assume that this matrix is 
necessary, we rnay assume that , 1) 1. 

Let 11S denote 1'1,7'2,1'3,1'4 the rows of and by 31,32,3:;,84 those of We 
have -+ 0 and hence + o for all i and i For i = 1 and j = 2 
we obtain the equation 

A2(2,2)* + :3)* + 4)* - 1) + A2(1,3)- ,4) O. (4) 
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By of that 
A2(1,1) L the above that 
show that 4) l. 

,j), j 1, O. If we. 
where 

U 
0 0 

n' p 0 1 
0 0 

0 

then 
AA1,j), j L 
Since tbe Idt hand side of (4) cannot have 
that O. Sine<> each row and column of 
that 

and for i L j 

Since 
reduces to 

[1] K.T. 

o. 
we have 

.1) ±1 
2) we can 

the transformation 

one Z('fO. it follows 

we obtain the 

o. 

and + 8] o 

(4) 

o. 
we have contradiction and 
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