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Abstract 

The problem of finding multiple coverings 
words) of the space is considered. 
of upper and lower bounds for such codes were et aI., 
Bounds for multiple covering codes, Des. Codes Cryptogr. 3 (1993), 

The new codes found in this work improve on 27 upper bounds in 
those tables. The codes were found using tabu search. The of 
this method is and it is shown how it also can be used to search for 
large codes. 

The problem of finding good of Hamming spaces has attracted a lot of at­
tention during the last decade. In this paper binary codes will be discussed. However, 
many of the results can be to codes over other alphabets. 
We consider codes over , where = {O, I} is the two-element Galois field. A code 
is a nonempty set G ~ F:f. In some particular cases we allow G to be a multiset. The 
rtamrmng distance d(x, y) between two words x, y E Ff is the number of coordinates 
in which they differ. The distance between a word x and a code 
G ~ Ff is d(x, G) mincEC d(x, c). 

A code G is said to be an (n, IGI, r, /1) multiple (Me) if for all x E Ff 
there is a set of codewords C' ~ G, such that IC'I /1 and d(x, c) r for all c E Cf. 
Furthermore, if we allow C and G f to be multisets we call the code a m1J,ltiple covering 
with repeated codewords (MeR). We are now interested in the functions 

K(n, r, /1) 
K(n, r, /1) 

min{M I there is an (n,M,r,/1) MC} and 

min{M I there is an (n, r, /1) MCR}. 

It is in practice impossible to determine exact values of these functions in the 
general case, so effort has been put into obtaining upper and lower bounds. Upper 
bounds are constructive: they are proved by finding a corresponding code. If /1 1 
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we are traditional covering codes, which have been studied; 
the most recent tables of upper and lower bounds on binary covering codes can be 
found in [15] and [12], respectively. 

Earlier results on multiple coverings include those by Clayton [3] and Van Wee et 
ai. [161. Hamalainen et at. [6] collected bounds on K(n, T, JL) and K(n, T, M) 
for n 16, M 4. At the end of their introduction mention some reasons 
why the codes in the paper can be considered reasonably good. Anyhow, in this 
paper it is shown how efficient and extensive computer searches have led to many 
as 27 on their upper bounds. New results on lower bounds for multiple 
covering codes can be found in [2]. 

In Section the optimization method used in the search, tabu search, is briefly 
discussed. A matrix method that can be used to find codes is and 
data structures employed to make the search more efficient are explained. It i8 also 
mentioned how these can be slightly modified and used in search for other types 
of In Section 3 the new upper bounds tabulated and compared with 
the best known old results. Codes corresponding to new bounds are listed in the 
Appendix. 
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The outlines of our search for codes (and in most other works in the same are 
as follows: The size of the code, IGI, is fixed (to value better than the 
best known upper bound) for given values of n, and M. 
an initial code, which is usually chosen at random, to -nDr1"r.rh 

to obtain a desin~d covering. Before into the methods used in the search for 
coverings, we display the data structures used. 

2.1 

The structures are di8played in Figure 1. The values in the tables are sampled from 
a search for a (4,8,1,2) MC (which is known to exist). The two-dimensional array 
table [J [J has one column for every word in F;: (in lexicographical order). The 
first clement in each column indicates how many times the word is covered. The 

other elements contain pointers to the ~;""o (7) words that are within Hamming 

distance T from the word. The codewords are saved in a single-dimension array 
code [J as pointers that point to the corresponding entries in table table [] []. To 
help understanding our example, we have used indices instead of pointers in the 
figure. 

Let Gi {c E G I d( c, Wi) ::.:; r}, where Wi E F;: is the binary word that is i in 
decimal form. Now consider the function 

2n-l 

f(G) = L max{O, M -IGil}· (1) 
i=c,O 
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1: Data structures. 

The code C is a covering if f.l for all words in F:;:, that if 
1 (C) O. The problem of finding a multiple covering can now be seen as a combina-
torial problem, where the cost function 1(0) to be minimized. The 
eX8,mple in 1 has cost 1 (C) 

In practically all previously published results on computer searches for covering 
the optimization method used has been simulated annealing, see, for exam-

13, 17]. the author recently discovered [14] that tabu search [5] 
in a proper way to covering problems outperforms simulated annealing. That 

conclusion is confirmed by the results in this paper. 

2.2 Tabu _1L~'-'1""1Y' 

Tabu search is a local search method. A key concept of such methods is that of 
neighborhood. The neighborhood of a solution is a set of solutions that are obtained 
by changing (usually slightly) the current solution. In local the optimization 
process a series of solutions, where solution always is a neighbor of the previous 
solution. A well-known such method is steepest descent, where we look at all neighbors 
with lower cost and choose the one with least cost (or randomly one of these if there 
are many). 

In proceeding towards a minimum, tabu search obeys the steepest descent heuris­
tic. The process continues until a local minimum is reached. No neighbor of such 
a solution has lower cost. To get out of this minimum we have to accept solutions 
that do not improve on the present value of the cost function. The neighbor with 
least cost is still chosen. Now, in the next step there is a risk that we will get back 
into the minimum from which we are trying to escape, which would lead to a loop in 
the optimization process. To avoid this, a list of prohibited changes, a tabu is 
created. This list contains information about the L most recent changes, the inverses 
of which are prohibited. The changes are usually not saved as such in the tabu list, 
but in an encoded form. See [5] for further details. 

In this way, tabu search goes through local minima in the part of the search space 
where the costs are low. A global minimum will hopefully be found in this search. 
The cost of a global minimum for the problem discussed here is 0, and the search can 
be terminated when such a solution is encountered. 
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tor LJoverings 

The optimization process proceeds as follows: Go through the in {0,1. , 
2n I} cyclically until an i such that IGil < f.l is encountered. Now the neighborhood 
of the present solution consists of all solutions that are obtained by replacing one 
codeword c E G with a codeword c' such that d(c!, r. For MCs, we must also 
check that c' rf. G. 

Let us again take look at the III 1. vVe go through the first 
elements of the columns of table [J [] and find out that 1 11.. The costs 
of the solutions in the neighborhood is now in The columns are 
the old eodewords (c), and the rows are the new codewords (c'). 

2 3 5 6 8 11 15 
2 1 3 3 
a a 2 1 3 2 3 

* * * * 
1 1 3 2 4 3 

1 a 1 2 2 a 1 

Figure Costs of solutions in 

If we were searching for an MCR, we would also take into account the starred 
moves in Figure 2. As can be seen in four of the moves lead to least cost. 
One of these is chosen at random. Since the cost now 0, the search is and 
the code is saved. If the cost had been positive, we would have continued the search 
and added the position in code [J the word that was changed to the tabu list. A 
good rule of thumb is to choose a list length close to L lel/lo. 

2.4 A Matrix Method 

With growing n, IGI, and/or r, there comes a when 
work satisfactorily any more. This is due to two reasons. 
tables in Figure 1 must not exceed the size of the computer memory, and, secondly, 
with many codewords and large space (F:;:) the does not find good codes 
very easily. One possible solution to this problem is to reduce the search space by 
giving the code a structure. This can be accomplished by the following matrix method. 

The method was presented for coverings with f.l 1, r 1 by Blokhuis and Lam 
[1 J. It turns out that it is straightforward to generalize it to many other types of 
cmrer:mg·s. including multiple coverings [6]. Let A = [al a2 . an] be a k x n matrix 
over A set S ~ F,f is said to form a f.l-fold r-covering (or simply covering if the 
value of r is understood) of F,f using A if every x E F,f can be expressed in at least 
f.l ways as a sum of one element of S and at most r columns of A. 

Theorem 1 ([6]) If S forms a f.l-fold r-covering of F~ using a k x n matrix A, then 
K(n, r, f.l) ~ lSI· 2n-k. 
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A 

TIl!: data structures nr{)onnt'£),j 

The set to 
at. most r columns of 

We conclude the discussion of the 
stI'alJrh1Ac)rVifi1r'(j n'~.l.l'JL U,HDevv.l.UU of 

at 
2 

ments 

have to choose an 
we faced with the cli[(;ct 

the stronger the structure uf the final code 
(L,-',-',lHlIlU to be k; however: even if the lank of 

1] can be used to proY<' Thr:orem 1, 
for many different WI' consi(ler 

the ; th(: reader 
It noted that 

such COlll1l1IlS 

be used v'lith this 

theorem that a 
The elements not 

of akxn 
all-zr:TO and no 

(we can add any vector to 
an and a'] 

that the 
(t 1) matrix 

if A contains no all-zero and no rC\T"\()ClrD.ri ,",U.1.LUHU,J, 

new code is MC. o 

Corollary 1 1,{.L) 1,1) (n 1) 

These results can be used to bounds n, How(~ver 

also some best known codes of at most 16 can be these, From 
1,2) [61 we K(6, 1,2) ::; 20. That bound wac; in [6] 

matrix method, with t 10 and 5 6 A that has no al1-7,(;ro and no 
columns, Using that construction and Theorem 2 we then obtain J( (9, 1,2) 
another best known upper bound. 

2.5 Other 

In the cost function (1) we can, of course, set {.L 1, so our works as such 
also for the traditional problem. 

[7] the problem of finding codes that are multiplc~ of the farthest-
off points is considered. We have such if for all Wi E F~n, d(Wi'C) ::; T, 

and I C i I {.L whenever d( Wi, C) T (Ci and Wi are defined as in Section 2.1). 
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9 
10 
10 
10 
11 1 
12 1 
12 1 
13 1 
13 1 
14 1 
14 1 4 
8 2 3 

11 2 3 
13 2 
13 2 
10 3 2 
10 3 3 
10 3 4 
11 3 2 
11 3 3 
14 3 
12 4 
12 4 4 
13 4 2 
13 4 3 

374 

1756 

4370 

190 
268 

11 

[] [] in Section 2.1 into two 
1 

that ,m"r,,,,,,, 

1376 
1984 
2560 
3776 
4992 

26 
104 100 
256 240 
352 

19 
26 
32 
30 
40 ~36 

128 
19 18 
32 
30 
40 
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In [6] only two cases are given where the best known upper bounds for K(n, jI) 

and K(n, T, jI) differ. The first entry in Table I removes one of these (the other 
one is 7 K( 4,1,2) < K( 4,1,2) We have been able to find one new MCR 
that on the best known MC. The code is listed in Table and it proves 

1,3) 312 (K(10, 1, 3) 316). 
For definitions of the ADS construction and related COllC(~DtS---Sllcn 

and in the 
The 2,3) code in Table II 

construction (with the code {OOO, 
MCs, Other families of new MCs obtained in the same way 

3+ i, and 3 i, The ! . .1VJLL.L.LGil\'.l 

as seeds for these has been checked, Care must be taken when 
construction is utJtJu'vu., 

Some known 
found in The (11, 
since the code is very 
This was verified program that checked all 
n.,:" .. ht·l"~"'O of the 24 codewords into 

constructed. 
The J.U.l.1.vVV.U.1.<;O old bounds can be V""I'n.U!.U"'·U the results of 

The bound 4, 
The bound ]«12, 2) obtained + 1, T, 

the union of the new 3,2) MC and one of its translates pos-
sible without occurrences of since code has minimum 
distance we get K(ll, 4) 48. 

The new bounds K(ll, 1, 2) 368 and 3,2) ::; 24 are best known upper 
bounds if we only the words w F:f with d( w, = r to be covered 
jI 2 times [7]. 

The search required about 4 CPU-months of computation time on SUN work­
stations. More effort would certainly have given more and better improvements; 
however, trade-off always has to be made between computation time and 
of results in studies where probabilistic methods are used. 

New multiple coverings are here listed in hexadecimal form. All but one of these 
codes were found by the matrix method. The columns of M and the words of S are 
listed in Table II, separated by a semi-colon. The number of rows in the matrix (k) 
is also given for each code. All the words of (9,216,1,4) code are listed. All codes 
are MOs, except for the (10,312,1,3) MCR. 
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(9,216,1,4) 

(10,216,1,2) 

(10,312,1,3) 

(10,316, 1,3) 

(10,408,1,4) 

2E, 31, 32, 34, 37, 
4D, 50, 51, 53, 
61, 62, 64, 65, 66, 67, 6B, 
3, 4, 5, 6, 9, D, 10, 12, 17, 19, lA, 1D, 
2A, 2E, 31, 33, 37, 3A, 3D, 3F, 43, 46, 

4F, 50, 54, 56, 5A, 60, 61, 62, 
6F, 72, 74, 75, 79, 7D, 82, 83, 89, 8A, 
95, 97, 9B, 9C, 9E, A6, A9, AD, BO, 
B4, B6, B8, BB, C2, C8, CA, CC, DO, D1, D3, 
DB, DD, DE, DF, E1, E2, EC, F2, F6, 
FB, FC, FD, FE, 100, 105, 106, 108, lOA, lOB, 10E, 10F, 
111, 112, 115, llB, llC, 123, 125, 126, 
12B, 12D, 131, 132, 134, 136, 138, 13C, 140, 141, 
14A, 14D, 151, 153, 154, 15C, 15E, 
16C, 16D, 16E, 173, 178, 179, 17B, 

184, 18C, 18F, 192, 196, 197, 198, 
1A2, 1A3, lA4, lAA, lAC, 1B2, 
1BD, 1BE, 1BF, 1C4, 1C6, 1C7, 1C9, 1CA, 
1D3, 1D6, ID8, 1D9, 1DD, lEO, lEI, 1E7, 
lEE, 1FO, IF4, 1F5, 1F7, 1FE. 

9 100; 6, C, 10, 11, 15, 1C, 
48, 4C, 52, 5A, 5F, 62, 
9E, A7, A8, AA, AD, B4, 
D9, E3, E4, EA, FO, F4, 
10F, 114, 116, lIB, 120, 
14C, 151, 156, 15D, 160, 165, 173, 
184, 185, 18B, 192, 197, 198, 19E, 1A1, 1A7, 
1B1, 1B2, 1BD, 1C6, 1C7, 1C8, 1D1, 1D8, IDA, 1DD, 
1E9, lED, IFB, IFF. 

7 70, E, F; 0, 1, 3, 4, 8, 
37, 39, 3A, 3C, 3E, 44, 
65, 66, 6D, 6F, 70, 72, 73, 

8 EO, IF; 0, 4, B, D, 12, 13, 14, 17, 18, 19, 21, 
2B, 2C, 39, 3D, 3E, 3F, 42, 48, 49, 
5E, 63, 64, 67, 70, 72, 7B, 80, 81, 
95, 96, 98, 9C, A2, A6, AC, AF, BO, B6, BA, 
BC, BF, C4, C5, C7, DO, D2, D3, D4, DB, DD, El, E7, 
E9, EA, EE, FD, FE. 

7 60, 50, 38; 2, 3, 5, 6, 7, A, B, E, F, 11, 12, 15, 19, ID, 
20, 22, 27, 2C, 2D, 30, 31, 34, 3A, 3B, 3E, 40, 42, 49, 4B, 
4C, 4E, 52, 55, 57, 58, 5C, 60, 61, 64, 67, 68, 69, 73, 76, 

7F. 
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1,2) 8 

(12, 1,4) 7 

(13, 1,3) 8 

(13, 1,4) 8 

(14, 1,3) 8 

(14,4864,1,4) 7 

(8,24,2,3) 7 
(11,100,2,3) 9 

(13,240,2,2) 10 

(13,336,2,3) 9 

(10, 18, 3, 2) 9 
(10,30,3,4) 9 

22, 
58, 
88, 

BB, 
E9, 

co, AO, 90, 6C; 0, 3, 4, 7, lA, ID, 20, 2F, 31, 
38, 3C, 3F, 49, 4B, 55, 5A, 5E, 60, 63, 64, 65,67, 

7 A, 7D, 80, 83, 8E, 91, 92, 9C, A9, B2, B6, B9, BD, 
C6, D6, D8, DC, DF, E4, E7, E9, EA, F3, 
F8. 

11; 0, 3, 8, D, 15, 16, 1B, 1E, 2A, 
41,42, 43, 47, 49, 4C, 4D,4F, 

70, 75, 7E. 
48,67, 6B, 6D, 70, 7E. 

4F, 6A, 7F, 85, 89, 8E, 96, AB, BO, BE, 
124, 131, 13D, 1D2, 1D9, 1E5, 1FO, 1FC. 

3CO, 338, 307; A, D, 3E, 4D, 79, 7E, BD, CE, 116, 126, 155, 
165, 193, lAO, 1DO, 216, 265, 293, 2AO, 2DO, 2E3, 309, 

33F, 34C, 34F, 37 A, 38E, 3FD. 
1CO, lBO, 154; 3, 6, 19, 31, 3D, C7, CA, D1, ED, EF, 
F6, 148, 14B, 160, 176, 17 A, 194, 19A, 1A4, 1B7, 1BC. 
1FO; 91, F1, 153, 155, 1B6, 1BE, 1BF, 1C8. 
1FC; 18, 1B, 23, 29, 31, 46, 7E, C2, FA, 100, 149, 151, 161, 

1BE. 
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(14,120,3,2) 11 

(13, 4,2) 12 598, 
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